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ABSTRACT  

 

This document presents a proposed architecture for large-scale measurements to enhance network 
management. The architecture has been developed by the Leone collaborative research project. 

The key challenges identified include scaling, as we envisage a measurement agent in every home 
gateway and edge device, and flexibility that allows new tests to be added and the management system 
to readily adjust the schedule of tests.  

After several internal iterations, the architecture is now in its final form. Validation activities included 
internal implementation and testing of various components, trials and discussions with external people, 
for example in standards bodies. Indeed, standardisation was a key activity, not only for creating 
awareness and achieving endorsement from our peers, but also so that the measurement capability is 
more pervasive and manageable and the performance metrics are directly comparable. 

This report updates Deliverable 1.1, the initial Leone architecture. It includes progress on the 
framework, information model, data model and protocols, as well as adding a new section about 
quality of experience for video (YouTube) and for web browsing. Validation of this QoE modelling 
work continues and will be reported in later deliverables.  

The intended readership for this report is quite general – other network management researchers, 
protocol designers, network management architects and engineers. Feedback is very welcome – 
indeed, it forms an important part of validating that the architecture is reasonable.  
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EXECUTIVE SUMMARY 
Measurements can help a network operator understand the quality experienced by its customers. They 
allow more effective capacity planning and network design. They help to identify problems in the 
network and with equipment or suppliers, and to isolate whether the issue is in the shared part of the 
network, unique to a single user line, in the home network or a problem with the over-the-top service.  

Although there are many measurements of the Internet today, they have been developed, deployed and 
operate independently, so measurement results are hard to compare and systems are hard to scale and 
integrate into existing network management. We believe that our architecture for large-scale 
measurements will enable a more comparable, pervasive and manageable measurement capability so 
that network management becomes more powerful and cohesive.  

By ‘architecture’ we refer principally to the basic functional components required to make 
measurements of the network, how to control those measurements and how to collect the results for 
use by network management systems. The main functions are: Measurement Agents and Measurement 
Peers which jointly generate test traffic and measure some metric of interest associated with its 
transfer (such as ‘time to transfer a test file’ or ‘packet loss’); a Controller which instructs the 
Measurement Agents about what tests are to be done when and how to report the results; and a 
Collector which gather the measurement results from the Measurement Agents.  

The critical interfaces are between the Controller and Measurement Agent, and the Measurement 
Agent and Collector. We have proposed a number of protocols for implementing these interfaces, and 
have focussed our efforts on an HTTP-based one with the information encoded in JSON. The 
approach is motivated by their wide deployment. In order to reach agreement about what information 
needs to be transferred over the protocol, we have also developed an abstract, protocol-neutral 
definition of the information. Furthermore, we have defined a registry of common performance 
metrics to help remove ambiguity and increase comparability when working with multiple 
implementations.  

Standardisation is a key focus of our activity as standards would enable comparability of 
measurements made of the same metric at different times and places, and would allow the operator of 
a measurement system to buy the various components from different vendors. We have submitted 
drafts of these standards to the IETF’s LMAP working group, which we led the creation of, and the 
Broadband Forum (BBF). Many of these drafts have been through multiple revisions, have received 
much discussion, and are in the latter stages of the process. 

Another key area we identified as requiring fresh innovation was in ‘Quality of Experience’ measures. 
Our work has explored QoE in web browsing and video streaming in great depth, identifying the key 
factors that work together to form a user’s QoE. We have designed and implemented new tests which 
progress measurements in web and video streaming QoE beyond the state of the art. Our tests measure 
real content from YouTube and the most popular websites on the Internet. We have mapped our 
findings back to the other metrics we have developed in the project and demonstrate how these can be 
used to estimate a user’s QoE.  

Future work for the remainder of the project will focus on progressing the standardisation work in the 
IETF and Broadband Forum, as well as further dissemination of our QoE work. There is strong 
interest in the newly developed QoE tests and we expect to see wide adoption of these in the near 
future. 
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1 INTRODUCTION 
This document presents the final Leone architecture for network management, with a particular focus 
on supporting large-scale measurements that can help network management. 

Future network management needs to focus on improving the end user’s experience in a world of 
highly distributed and meshed applications. Compared with today, two innovations seem to be 
required: a focus on the ‘Quality of Experience’ – the performance and functionality experienced by 
end users – and a standardised architecture to support the operation of large-scale measurements, 
permitting the integration of multi-dimensional information – measurements, control plane 
information and so on. 

We believe that the right way of addressing the first point is to make measurements from probes at or 
near the end user, for example embedded in home gateways, since end-to-end measurements are the 
best way of gaining insight into the user’s service. Probing to different test points in the network 
should also be able to help network management systems isolate where a problem is in the network 
and design network upgrades more effectively. Moreover, with modern day network traffic being 
concentrated on just a few very large content providers, performance bottlenecks are increasingly 
being seen beyond the ‘last mile’, deeper in the network. The ability to isolate the portion of the 
network that is causing degradation in user experience is critical for the operation of a successful 
network. 

In Section 2 we present our approach for measuring the Quality of Experience (QoE) of the Internet’s 
two most dominant applications – video streaming and web browsing. We identify the key factors that 
affect the QoE of both applications and present our metrics that capture them.  In our video streaming 
test we carry out measurements on YouTube traffic, utilising popular videos for measurement, and 
report a variety of QoE metrics including video startup time and the quality that can be sustained 
without stalls. In our web browsing test we carry out measurements to the Internet’s most popular 
websites and measure key QoE metrics, including the perceived page load time. Crucially, both of 
these QoE tests are carried out against real content providers from real end users’ connections, thus 
ensuring that we are using the same path that an end user would take to access the same content. We 
then map our other Leone metrics onto these applications, using the key factors identified earlier. 

Although there are many “measurements” of the Internet today, they have been developed, deployed 
and operate independently, so measurement results are hard to compare and systems are hard to scale 
and integrate into existing network management. We believe that an architecture for large-scale 
measurements enables a more cohesive approach. By ‘architecture’ we refer principally to the basic 
functional components required to make measurements of the network, how to control those 
measurements and how to collect the results for use by network management systems. 

Sections 3 through 9 of this document present the Leone architecture, which is best summarised by 
Figure 1 below. 
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Figure 1: Leone architecture for large-scale measurements 

The Leone framework has four basic components: Measurement Agents, Measurement Peers, 
Controllers and Collectors. 

Measurement Agents (MAs) perform active measurements in conjunction with other MAs or 
Measurement Peers (MPs), by generating test traffic and measuring some metric associated with its 
transfer over the path. Section 2 discusses the tests we have developed, in particular for measuring 
YouTube and web browsing traffic. A MA can also perform passive measurements, in which case 
only a single MA is required. The architecture does not limit what form the MA can take. 

A Controller manages Measurement Agents. It instructs MAs about what Measurement Tasks to 
perform, when they should execute, with which parameters and against which MPs (or MAs). A 
Controller can also initiate one-off tests, as well as regular ones. It also instructs MAs about when it 
should report its Measurement Results and where to. 

A Collector accepts a Measurement Report from MAs with their Measurement Results.  

Section 4 describes these main components and the supplemental ones at the bottom of the diagram in 
more depth. 

We followed a two-stage process to design the Controller-MA and MA-Collector interfaces: an 
Information Model, which is an abstract, protocol-neutral definition of the information to be 
transferred to and from the MA; and a Data Model, which encodes the information model into a 
specific structured format that can then be exchanged using a particular transport protocol. These are 
detailed extensively in Sections 5 and 6. 
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Sections 7, 8 and 9 detail a registry for performance metrics (to help ensure that multiple 
implementations are measuring the same thing), a reference path definition (designed to help with 
removing ambiguity when talking about various points in the network path) and the subscriber 
parameter database. 

It is also important that an architecture is clear about the high-level goals – the things it is trying to 
enable – and the simplifications it is prepared to accept. These impose constraints on the technical 
solutions and provide a rationale for choices between different options. We reiterate the goals and use 
cases in Section 3. 

The report details all of the key findings of our work. Our standardisation progress is summarised in 
Section 10.  

We believe that our architecture will enable a more comparable, pervasive and manageable 
measurement capability so that network management becomes more powerful and cohesive.  
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2 QUALITY OF EXPERIENCE AND METRICS 
ITU-T defines QoE as “The overall acceptability of an application or service, as perceived 
subjectively by the end- user.” [G100]. With this definition in mind, ITU-T Recommendation G.1030 
defines a framework for assessing end-to-end quality of experience of applications on IP networks. 
The assessment is divided into three parts: network, application, and user. The network part describes 
network performance in terms of IP packet delivery, from factors at the physical layer to the network 
layer: 

·  Network performance metrics include bandwidth, packet loss, latency, and jitter.  

·  The application part describes the performance of the application running on top of the IP 
network in terms of transport layer protocol, application protocol, and the supporting device 
that acts as the termination point of the application protocol, e.g. VoIP phone or web browser. 

·  The user part describes how the performance of an application is perceived by a user. This 
includes factors such as the task being performed, context, and expectations. 

 

 

2.1 Web browsing 
2.1.1 Modeling QoE 

Reichl [PR10] studied the relationship between psychophysics and QoE by evaluating the applicability 
of the Weber-Fechner Law (WFL) for QoE modelling. According to WFL, human perception often 
depends logarithmically on the magnitude of a physical stimulus. Reichl evaluated prior research in 
VoIP performance with respect to WFL and conducted an experiment involving downloads of web 
pages and files. The results showed that QoE for voice and data applications can be modelled using 
WFL, but that the perception of quality depends on the content type.   

ITU Recommendation G.1030 [G1030] presents a Web QoE model based on WFL. The model was 
developed by evaluating the end-to-end QoE of a simple web search task which consisted of opening a 
search page and performing a search. The session time of the task was used as a measure of network 
and application performance, and was divided into four components (T1 - T4) shown in Figure 
2Error! Reference source not found.. Users performed the search task and were subjected to 
different session times. Afterwards they rated their experience using the Absolute Category Rating 
(ACR) scale (1: bad to 5: excellent).  Different time scales for the session time were used, representing 
slow, medium, and fast networks. The Mean Opinion Score (MOS) value was calculated for each 
variation of session time. The results of the experiment confirmed a logarithmic relationship between 
the session time and MOS value. Furthermore, the T4 component of the session time, i.e., the time 
passing between the first visible response and the completion of the data download, was determined to 
have the largest impact on the MOS value. 
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Figure 2: Events during search task 

The G.1030 model was validated by Ibarrola [EB09] using updated time scales for the session time 
reflecting the advances in network technology. The experiment was changed such that network 
performance first improved and then deteriorated. This allowed the expectations of the subjects to be 
evaluated under changing network conditions. The QoE model was successfully validated with the 
new time scales and it was concluded that it is necessary to update these over time. Additionally, it 
was observed that the previous network context affects the perception of users.  

The effect of prior experiences was explored by Hossfeld [TH11]. The experiment described in 
G.1030 was adjusted to assess the effect of temporal dynamics and user memory. Instead of the two 
page downloads, users downloaded just one web page containing a randomly selected image. A key 
difference was that users went through predefined sequences of increasing or decreasing page load 
times, as opposed to randomized page load times in G.1030 and Ibarrola’s sequential page load times. 
The test results showed a strong relationship between page load time and MOS value when prior MOS 
ratings were considered. The model showed that besides the current page load time, the MOS rating 
depends on the rating of the previous experience.  

It is generally accepted that page load time (PLT) is the most important influence factor of Web QoE 
[SE12]. Perceived PLT is measured as rendering time whereas network PLT is measured as time to 
download all page elements. The existing Web QoE models are based on experiments involving 
simple webpages where all content fits within the browser window (no scrolling needed). These pages 
have virtually the same perceived PLT and network PLT. On modern webpages content may still be 
loading after the above-the-fold portion of a webpage has been rendered. If this is where the content of 
interest to the user is located, then the logarithmic relationship between network PLT and MOS score 
will be broken. The solution to this problem is to measure perceived PLT as the load time of the 
visible portion of a page or even a specific part of the page of interest to the user. How we intend to 
accomplish this is covered in the “Webtest and metrics” Section 2.1.3. 

 

2.1.2 Technical components affecting QoE 

In this section we discuss factors influencing end-to-end Web QoE and challenges of evaluating user-
perceived performance of webpages. To our knowledge existing academic research on Web QoE is 
limited However, as the web has become a major platform for networked applications, companies such 
as Google have optimised protocols and systems to offer the best possible user experience for users, 
because the web browsing experience impacts their revenues.  
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In web browsing the main aspect affecting user experience is waiting time which can mainly be 
attributed to latency: the delay from making a request until the requested information is delivered and 
presented to the user. Figure 3 shows the most important factors affecting end-to-end web QoE and the 
technical components they consist of. In the following sections we briefly describe these QoE factors. 

 

 
Figure 3: Web QoE factors 

 

Web browsing 

A webpage consists of a root document containing HTML syntax defining the structure and content of 
the page. The root document is the first file downloaded when downloading a webpage and this file 
specifies additional elements needed to render the page. These elements are typically images, style 
sheets (CSS) for the layout, Javascript, and plugins for e.g. video playback. The HTML parser of a 
web browser detects these elements in the root document and adds them to the download queue. The 
location of elements within the HTML syntax affects the download queueing and thereby also the 
rendering process. For instance, Javascript files block the parsing process when encountered and 
thereby prevent the HTML parser from finding more page elements. Nowadays, Javascript plays a 
significant role in the rendering of webpages as content is often loaded dynamically by scripts. This 
means that by the time the page reports “download completed”, the actual content of a page may not 
yet be ready. When designing webpages for performance it is worth taking into consideration how web 
browsers work. The number of simultaneous TCP connections is limited per domain and it may 
therefore be worth the cost of additional DNS lookups to use multiple domain names even if they 
point to the same server. Websites can also optimise their page load time by using proper caching 
headers in HTTP responses for static content. The browser is allowed to cache HTTP responses for a 
specified amount of time and this can significantly reduce page load time depending on the website. 

 

DNS resolution 
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Resolving a domain name into an IP address is usually the first step of a web page download. Since no 
TCP connection can be established without a destination IP address, the delay in this step is important 
as it blocks connection establishment. The number of DNS lookups required in order to load a 
webpage depends on the number of distinct domain names used to host content. However, generally 
caching of DNS information substantially reduces the number of lookups performed.  

The Domain Name System (DNS) [19, 20] is a hierarchical distributed database optimised for 
scalability. Authoritative name servers control the domain records, and the number of queries to these 
servers is reduced through caching and delegation of sub-domains to additional DNS servers. Domain 
names can be resolved iteratively or recursively typically using a DNS cache. Iterative resolution 
queries the name servers responsible for the different parts of a domain name, starting with a root 
server in the DNS hierarchy. This method is the slowest but guarantees that the most recent domain 
record is obtained. DNS caches are implemented in home gateways, by ISP networks, or by third-party 
providers, and leverage the queries of multiple users to provide faster lookup times. A DNS cache 
performs iterative resolution of behalf of its users and stores the query responses such that these may 
be used to answer subsequent queries from other users. 

Studies have shown that the proximity of a DNS cache has the most significant impact on lookup time 
because latency is the largest component of DNS resolution time [BA11]. Third-party services such as 
Google Public DNS and OpenDNS seek to compete with ISP resolvers by providing better caching 
through their larger user base. The choice of DNS cache has also been shown to affect optimality of 
CDN server selections. DNS caches mask the origin of a query and thereby break the mapping 
between client location (source IP address) and optimal CDN server. A solution to this problem has 
already been deployed by some DNS resolution services [JO12]. 

 

HTTP and TCP 

Communication latency, and especially unexpected delays can be a significant source of user 
dissatisfaction. The communication latency can roughly be divided into the connection initialization 
time, and the feedback latency during the data exchange, which is strongly influenced by the TCP 
congestion control algorithms. Because of transport protocol dynamics, individual packet losses in the 
network can cause a delay noticeable to the user. A recent paper does an extensive categorization of 
different sources of transport protocol delays [Bri14].  

At connection initialisation, TCP performs a three-way handshake during which no data is transmitted. 
After connection initialisation, TCP starts in slow start, and gradually increases its congestion window 
with each round-trip time. Because of slow start, even small amounts of data can take multiple round-
trips to transmit. Therefore, optimizations have been proposed to enhance the connection performance 
during the beginning of a connection. TCP Fast Open is a mechanism which under certain conditions 
allows sending data already with the initial SYN segment that is used to start the three-way handshake. 
This can be used e.g. for HTTP requests in web traffic [RCC+11]. Also the increase of TCP’s initial 
congestion window has been proposed, to speed up the slow start, and to reduce the amount of round-
trips needed to transmit data [CDCM13], [DRC+10]. 

Another common source for unexpected delays is packet losses in data transmission. Particularly 
harmful are so-called tail losses that cannot be recovered using TCP’s normal fast recovery 
mechanisms. Instead, they cause a timeout that can cause a relatively long pause in TCP transmission. 
Recently algorithms for speeding up the recovery in these cases have been proposed. 



 

       Leone 
       Final Architecture 

 
 

 

 

© Leone, 2012-2015   Page 17 of 57 Deliverable D 1.2 

 

 

Google analysed TCP traffic in their production network and found that about 10% of connections 
experienced at least one packet loss, and that this caused transfer time to increase fivefold compared to 
lossless flows. Additionally, it was observed that in 35% of the flows with packet loss, the loss 
consisted of a single packet in the tail of a burst. Even though the above mentioned problems and their 
mitigations can have a dramatic effect on TCP performance on the packet trace level, an interesting 
question is, to what extent these events are visible to user, and how they affect the user experience in 
web transfers, i.e., how much they slow down the visual rendering of the web pages. 

Performance enhancements have also been made on the HTTP protocol on top of TCP. The SPDY 
enhancement [TJA12] introduces a stream abstraction that allows prioritization between different 
flows needed to build a web page, for example to give priority to flows that are most visible to the 
user. SPDY has also a number of other enhancements aimed at reducing the web latency, and it is used 
as a starting point for designing the HTTP/2.0 standard. 

IP and lower layers 

The wireless and wired link layer protocols have different properties affecting performance and 
consequently the user experience. These can vary significantly between different link technologies, for 
example regarding whether local retransmissions are in use and how persistent they are. Recently, 
buffering at intermediate routers has been observed to be a point of performance degradation. Some 
devices apply excessive buffers in order to avoid packet losses, but this adds significant queuing delay 
to data transfer. Improved scheduling and queue management algorithms have been proposed as a 
solution. 

 

 

2.1.3 Web test and metrics 

Perceived page load time (PLT) is the key QoE metric for Web pages and differs from network PLT 
on modern webpages where some content may be below the fold or loaded asynchronously. 

We used network level measurements of webpage downloads on SamKnows whiteboxes to recreate 
the rendering of a webpage as it would have been experienced by an actual user. The Webperf test 
downloads all elements needed to render a webpage and captures transfer characteristics for each 
download. This data was then used to accurately replay webpage downloads on a testbed and use a 
web browser to determine the rendering time of webpages. Moving from network PLT measurements 
to actual rendering time measurements is a significant improvement in QoE evaluation.  Subjective 
testing is needed in order to update existing Web QoE models, but this is outside the scope of this 
project.  
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Figure 4 shows the five key elements in the architecture necessary to determine the perceived PLT of a 
webpage from the perspective of a SamKnows probe. In the first step, the parsing server extracts page 
elements of a measurement target and supplies element lists to probes. It is not possible to perform this 
on probes due to memory limitations, so we instead offload this task onto a server. In the second step, 
the probe executes the web test developed in the Leone project and records detailed DNS and HTTP 
metrics for each download. Files are downloaded in parallel, mimicking the behaviour of a web 
browser. In the third step, the probe transfers the measurements results to the data collection 
infrastructure of SamKnows. In addition to the recorded metrics, it is also necessary to store the actual 
downloaded content as this will be used in the replay process. For scalability reasons, the file contents 
are downloaded and stored by the parsing server to reduce the network load generated by probes. In 
the fourth and final step, a web browser is used to determine the perceived load time of the measured 
webpage as it would have been seen by a user on the same connection. The DNS and HTTP replay 
server reads the measurement results generated by the web test. The replay server runs on the same 
machine as the web browser such that the timing error of replay is minimized. DNS and HTTP 
requests on the machine are redirected to the replay server, which introduces delays and throttles 
response transmission according to the measurement results of the SamKnows probe. The exact URL 
of the measurement is opened in a web browser and the perceived page load time is determined either 
using the performance monitoring API of the browser, or by analysing a screen-capture. 

 

SamKnows probe

Parsing server

DNS and HTTP
replay server

Measurement data store

1. Receive list of page elements

2. Download webpage 
and record metrics 3. Submit results

4. Download webpage and 
determine perceived page load time.

Web browser

 
Figure 4: Determining perceived page load time 
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In addition to determining perceived PLT, it was decided to also measure the QoS factors that 
ultimately impact the rendering time. Along with the data needed to replay webpages, aggregated 
performance metrics are also collected for each webpage download: 

·  Number of unencrypted file transfers (HTTP) 

·  Number of encrypted file transfers (HTTPS) 

·  Number of HTTP redirects 

·  Number of successful and failed DNS lookups 

·  Average and median 

�  DNS lookup time of successful and failed lookups 

�  Number of queries sent for successful and failed lookups 

·  Number of successful HTTP and HTTPS downloads 

·  Number of downloads cancelled due to DNS failure 

·  Average and median (successful downloads only) 

�  TCP connect time 

�  SSL handshake time (HTTPS only) 

�  Download time of HTTP and HTTPS elements 

�  Download size of HTTP and HTTPS elements 

�  Time to first header byte 

�  Time to first content byte 

·  Network page load time of 50%, 80%, 95%, and 100% of elements. 

 

 

Implementation status 

In summary, all aspects are implemented except the rendering server, and so we measure (amongst 
other things) the network page load time (PLT) but not yet the perceived PLT.  

At this stage the Web test has been implemented and deployed on SamKnows probes. SamKnows is 
currently collecting the aggregated performance metrics and once the tools for determining perceived 
PLT reach a prototype stage, the additional data needed for the PLT test will also be recorded. The 
perceived PLT test is currently a proof of concept and we expect to have a working prototype before 
the completion of this project. 
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2.2 Internet video streaming 
HTTP Adaptive Streaming (HAS) has become the de-facto standard in Internet video streaming. Both 
YouTube and Netflix rely on some form of HAS for transporting their video streams. Leone’s video 
streaming tests use the YouTube service for measuring video performance due to its popularity and 
ease of access. YouTube was the largest single source of Real-time Entertainment traffic for both 
mobile and fixed access networks and the largest contributor of Internet traffic in the world in 2013 
according to Sandvine Global Internet Phenomena Report 1H 2014. The perceived quality of the 
service to the end user can have a high impact on the overall QoE for broadband users. The service has 
unpaid and unregistered access, which facilitates in running active measurements through the probes.  

 

2.2.1 Modeling QoE for Video 

Video QoE models are divided into three types based on the level of information about the original 
stream required to compute them: Full Reference (FR), Reduced Reference (RR) and No Reference 
(NR). FR models require both the original and the resultant streams for computation and can do pixel-
by-pixel comparisons, whereas RR models need only partial feature information about the original 
stream. NR models compute QoE metrics only from the resultant streams. The most widely used 
objective QoE metric is the Peak Signal to Noise Ratio (PSNR), which uses FR for quality 
computation. An enhanced algorithm for computing PSNR is standardized in ITU-T Recommendation 
J.340. Other standardized objective metrics include Video Quality Metric (VQM)[PW04] and 
VQuadHD. VQuadHD measures video quality for High-Definition (HD) Television and is part of the 
ITU-T Recommendation J.341 released in 2011.  Further quality metrics have been explored in 
research (such as the structural similarity index [WBSS04]), but those aren’t standardized. 

A further categorization of Video QoE models by ITU is based on the operating layer of the models; 
media-layer, parametric packet-layer, parametric planning, bit stream layer, and hybrid models 
[DH08]. Media layer models are based on signal analysis and require no prior knowledge of the 
coding and transmission systems. Parametric packet-layer models provide lightweight measurements 
that only use the packet header information, however, this limits their capability in evaluating QoE 
dependence on media content. Parametric planning models rely on quality planning parameters of 
networks and terminals. Bit-stream layer models utilize both packet-layer parameters as well as 
encoded bit stream information and are lightweight models with some level of content-dependent 
quality evaluation characteristics as well. Lastly, hybrid models are a combination of two or more of 
these models. Both bit-stream layer and parametric packet-layer models are suitable for customer 
experience evaluations at the end-point. Access to the original stream in case of Internet video is 
limited and, furthermore, a higher precision in QoE computations in FR and RR models comes at the 
cost of intensive computations. Hence, NR models that are based on post-transmission measurements 
are more appropriate.  
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The Video Quality Experts Group (VQEG) conducts evaluation studies for objective QoE models by 
validating their performance against subjective MOS values and release ITU recommendations based 
on their findings. Their most recent experiments evaluated the performance of hybrid models; models 
that evaluate quality based on bit stream information in combination with a FR, RR or NR model. The 
streams studied during the evaluation are RTP/UDP with both coding and transmission impairments 
for encrypted and unencrypted streams. The VQEG Hybrid Final Report released in July 2014 
concluded that the experiments, which covered HD video as well, found some hybrid models suitable 
for quality assessment that will be included in their recommendations [HBP]. 

HTTP streaming is inherently more robust to spatial distortions than RTP/UDP, as it can recover from 
lost and delayed packets owing to packet reordering and retransmission of the underlying TCP layer. 
Current ITU recommendations do not include a model for perceived quality for HTTP-streamed High 
Definition video content over the Internet.  

 

2.2.2 Technical components affecting QoE 

In this section we discuss various factors that have been shown to impact QoE for Internet video 
through various studies. Since the video QoE influencers vary greatly depending on the usage, 
transport and content of video, we focus specifically on HTTP video streaming studies. A dependency 
graph showing the different factors that influence a video stream at different layers is shown in Figure 
5. The different metrics that are measured directly or indirectly are highlighted. A detailed description 
of some metrics and their contribution to QoE follows.  

 
Figure 5: Video QoE factors 
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2.2.2.1 Stall Events 

Insufficient TCP throughput can result in premature emptying of play out buffers resulting in video 
stalls also known as re-buffering events. According to research, stalls are the leading cause of a 
degraded QoE in Internet video streaming. A crowd sourcing study on QoS/QoE correlation for 
YouTube concluded that the number and duration of stalling events were primary influencers for 
lower QoE, whereas factors like age, content and level of Internet usage are of little or no consequence 
[TH11]. A later study that also took into account bit rate variations, which are seen in HTTP Adaptive 
Streaming, also concluded that even a single stall causes the QoE to drop significantly [KDS12]. Other 
tools have been developed to measure stall events as indicators of YouTube user experience including 
Pytomo, a Python-based tool that runs active measurements for YouTube and reports the number and 
duration of stalls for FLV videos [PJ11], and YouSlow, a web-browser plugin that records stall events 
passively to report the performance of YouTube videos [HN14]. 

2.2.2.2 Startup Delay 

A second metric that affects QoE is the time it takes for the video to begin playing from the first click, 
known as start-up delay. A study of traces from Akamai’s streaming network shows a causal 
relationship between start-up delay and user abandonment rates using Quasi-Experimental Design 
(QED)[KS13]. The study shows that an increase of 1 second in the start-up delay can increase 
abandonment rates by up to 5.8%. 

2.2.2.3 Bit rate variation 

HAS servers store representations of a video encoded at different bit rates, allowing clients to choose a 
bit rate suitable for the available network conditions. Each representation is divided into chunks of 
known duration, allowing switching between different representations during play out. Client side 
adaptation algorithms are responsible for selecting the bit rate. However, these adaptation algorithms 
are client specific and often proprietary. Research shows that variation in bit rate can deteriorate QoE 
as well but users are less sensitive to such variations in comparison to stall events and hence adapting 
to a lower bit rate in order to prevent re-buffering is more desirable [TH11].  

2.2.2.4 Network level metrics 

All of the above metrics are manifestations of network level impairments. While the application level 
metrics provide a clearer and closer relationship to QoE of users, network level QoS parameters are 
paramount in diagnosing cause and troubleshooting problems. Video streaming applications, 
especially Video on Demand (VoD) such as YouTube, can tolerate low levels of latency, packet loss 
and jitter due to client-side buffering. Higher latency can cause increased start-up delay, which can 
deteriorate user experience. Both stall events and bit rate variations by adaptation algorithms can be 
caused by low throughput values. Video streams usually require longer and stable throughput 
conditions and QoE may be adversely affected by variations in throughput even if the average 
throughput over the entire session is adequate. High levels of packet loss can lower throughput and 
hence also have a detrimental effect on video QoE.  
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2.2.3 YouTube test and Metrics 

Leone’s YouTube test downloads and mimics playout of YouTube videos. It measures TCP 
connection establishment times, achievable throughput, start-up delay and number of stall events as 
indicators of performance when streaming a YouTube video. The test takes a YouTube URL as input, 
and scrapes the fetched HTML page to extract the list of container formats, available resolutions and 
URL locations of media servers hosting the streams. The test then locally resolves Domain Name 
System (DNS) names and establishes two concurrent HTTP sessions to fetch audio and video streams 
in the desired format and resolution. The client ensures temporal synchronization between the streams, 
which means that playout only occurs if both audio and video frames have arrived. 

The YouTube test measures application-level metrics that have been found to be not only strongly 
correlated to QoE but have been shown to have causal relationship to user behaviour [KS13]. The test 
is computationally lightweight making it scalable and suitable for large-scale active measurements. 
Test videos are selected using locally popular videos as indicated by YouTube’s mostPopular lists and 
fresh list of videos are fetched daily.  

Referring again to Figure 5, some of the network level metrics that are measured indirectly include: 1) 
Delay (at transport or lower layers) is measured as part of TCP connection establishment time (Round 
Trip Time) to the media servers and its effects are also captured as part of the start-up delay 
measurements.  2) Effects of packet losses at lower layers or due to TCP-level congestion as well as 
the congestion control algorithm are captured indirectly through TCP throughput measurements. 
However, throughput measurements alone are inconclusive and low values may be caused by a 
number of reasons. Other Leone metrics can serve to diagnose the problem further.  3) traceroute tests 
to YouTube media servers are conducted to better understand the routing involved during video 
delivery.  

2.2.3.1 Metrics: Bitrate reliably streamed and Start-up delay 

YouTube videos are available as Dynamic Adaptive Streaming over HTTP (DASH), a flavour of 
HAS. Leone’s YouTube test does not adapt to throughput changes dynamically. Instead, it always 
starts with the highest available bit rate that is lower than the throughput measured in the last speed 
test conducted by the probe. If it experiences a stall event, then it restarts the media download from the 
beginning with the next highest bit rate available; a similar process continues until it is able to do a 
stall-free download. If stalls are seen even for the lowest bit rate available, the test continues for the 
entire duration, measuring all stall events. The test does not include an adaptation algorithm because 
these algorithms vary across different HAS clients, are constantly evolving and are usually 
proprietary. The test, instead, aims to capture the highest resolution or bit rate that can be streamed 
without any re-buffering events. 

Leone uses the metric, Bitrate Reliably Streamed, defined as the maximal bitrate YouTube video that 
can be downloaded by a probe with no re-buffering or stall events. Although the value of the metric 
depends on the selected YouTube video, using the same set of popular video based on regional charts, 
allows comparison across different probes and subsequently across ISPs in the same region. Failed 
tests report a value of 0.  

Please note that the test does not download all the other objects on the YouTube page and hence any 
delays may underestimate the start-up delay at times.  
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The test also measures the start-up delay – the time before the video would start playing, or the pre-
buffering duration. 

 

Implementation status 

The YouTube test has already been implemented and deployed across SamKnows probes since July 
2014. Some minor revisions to the test are expected based on insights gathered from the trial, 
however, the current test implementation already meets all major design requirements. Analysis of the 
results is on-going; most recently the results were used for drawing comparisons between YouTube 
performance over IPv4 and IPv6 for the dual-stacked probes in the Leone trial.  

 

 

 

2.3 QoE Metrics vs. Other Leone Metrics   
The previous two sections have discussed the complex application layer metrics developed for two of 
today’s key applications: web browsing and video streaming.  These represent the application layer 
metrics described in deliverable D2.1, refined according to QoE research insights and experience 
obtained with the prototype versions of the tests. 

These metrics are in contrast to the network and transport layer metrics also described in D2.1.  The 
main differences are the following: 

·  For the web metrics, the computational complexity is substantially larger and background 
infrastructure support is required. While this web QoE metric offers insights into the actual 
web performance, it is less scalable and better suited for on-demand tests than to be 
permanently run on a large number of probes. 

·  For the video metrics, measurements need to run for a longer duration (1-3 minutes) and thus 
affect the access link for longer, also putting more total stress on it.  Even though we found 
that we reduce the actual load by retrieving only a fraction of a video from the beginning 
(which is in most cases representative in terms of media characteristics for the entire video), 
the incurred load could interfere with other application traffic.  Measurements should thus not 
be run too frequently and can utilize only a small number of videos. 

·  Both web and video streaming QoE tests utilize servers outside the Leone infrastructure and 
those servers will, in many cases, be located in or use CDN infrastructure, so that the 
respective CDN interaction, server load, etc. are also measured.  This is important as it yields 
the result that the user would really see (at the time a measurement is conducted).  However, 
this also means that the measurements are subject to the dynamics of DNS and CDN load 
balancing mechanisms (which are in turn impacted by content popularity, caching due to 
previous requests sent by other users or nodes, etc.) and this limits repeatability of 
measurements.  The tests can also be run against dedicated servers in the infrastructure, but 
those would then naturally only measure performance of the infrastructure (e.g., of an internal 
ISP video service as Telecom Italia offers). 
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The web and video QoE tests and metrics are mutually correlated: video streaming is usually initiated 
from web sites (which need to be loaded before) and initiating the streaming itself requires DNS 
lookups and often exploits CDN infrastructure.  Therefore, some of the web metrics measured will 
also provide insights on the expected video performance, especially on the start-up delay.  

Both the QoE metrics collections are closely related to the network and transport metrics measured by 
the respective Leone tests.  This is also indicated in Figure 3 and Figure 5 by the shaded fields for the 
network (IP) and transport (TCP) layers: 

·  The PNPM Ping and Traceroute tests capture the path that the packets take along with the 
round-trip time (RTT), which in turn influence both the start-up delay and page load times due 
to the iterative DNS lookup and page retrieval processes.  In addition, the RTT impact TCP 
performance for which both ramp-up during slow-start and steady state data rate are dependent 
on the RTT. 

·  The TCP Connection Establishment Time tests reflect aspects of the start-up delay due to 
address resolution for both IPv4 and IPv6 and the subsequent connection time.  This is 
relevant for both web and video QoE. 

·  The MPTCP Benefit metrics capture the potential gains when operating both web and video 
over Multipath TCP (MPTCP) instead of a single TCP connection.  This is particularly 
relevant for video where applying the resource pooling principle of MPTCP could lead to 
higher or more robust streaming bit rates and thus to an improved video QoE.  We are 
presently exploring extending the adaptive video streaming tests to also support multipath 
operation – but this can only be of preliminary nature because, today and in the near future, we 
are limited by what the respective video server side supports. 

·  A number of basic tests readily available for the SamKnows platform (such as packet loss, 
TCP throughput) also offer hints at the expected web and video QoE. Obviously packet loss 
impacts DNS lookup and, more importantly, TCP performance. TCP throughput 
measurements (and their variation over time) yield insights into the expected sustainable video 
bit rate and the potential for stalls (especially when high variation is observed). 

In summary, these basic metrics offer initial insights into where issues could arise when specific 
applications will be run and the observed QoE could be negatively affected.  Those could be used 
as hints to initiate more sophisticated measurements if the application layer QoE tests cannot be 
run continuously. 

Finally, previous research has also connected lower layer parameters to infer QoE for applications 
such as web and video.  However, as the previous sections have shown, the number of interacting 
parameters is quite large with numerous dependencies so that a straightforward inference, 
especially over a longer period of time, is not feasible.  Moreover, the basic SamKnows and Leone 
measurements are carried out – at least to some extent – against basic infrastructure nodes so that 
conclusions on the interaction with third-party servers or CDNs cannot easily be drawn.  
Therefore, the basic measurements may only offer hints where issues could exist (e.g., in the case 
of high packet loss or low data rates) but the absence of such hints alone does not imply that more 
sophisticated application services will operate smoothly.  Our (lower frequency) application layer 
QoE measurements provide the necessary complement to more holistically assess the services 
performance as visible to the end user. 
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3 GOALS AND USE CASES  
A network operator needs to understand the performance of their networks, the performance of the 
suppliers (downstream and upstream networks), the performance of services, and the impact that such 
performance has on the experience of their customers. We have identified several motivations for an 
ISP to measure performance, in summary: 

·  Identifying, isolating and fixing problems, which may be in the network, with the service 
provider or in the end user equipment. Such problems may be at a shared point in the network 
topology (e.g. a single exchange), common to a vendor or equipment type (e.g. line card or 
home gateway) or unique to a single user line (e.g. copper access). It would be very useful if, 
when a customer reports a fault, the call centre agent could trigger immediate measurement 
tests and get the results whilst the customer is still on-line. (A default set of measurements 
could actually be already triggered when the customer calls if the phone number can be 
matched to an access “line”.)  This would help to identify intermittent faults (“the problem is 
right now”) and would reduce the ISP’s burden of re-identifying a fault that impacts many 
customers.  

·  Capacity planning and network design. The ISP can monitor network performance indicators 
and so design and plan their network to ensure specified levels of user experience. As well as 
deploying more capacity, an operator could move a service closer to end users or assess the 
impact of QoS. Service Level Agreements may be defined at network or product boundaries. 

·  Understanding the quality experienced by customers. The ISP can gain better insight into the 
user’s service. The end-to-end perspective matters, across home /enterprise networks, peering 
points, CDNs etc.  

·  Understanding the impact and operation of new devices and technology. Performance 
measurements would enable extensive beta testing of a new technology, product or service 
before it is deployed for a live service, and a better understanding of its operation and impact 
on other services. It also helps to quantify the advantage of a new technology and so support 
the business case for larger roll-out. 

Regulators also would like a measurement capability, in order to benchmark the performance of 
different ISPs. In summary, their main motivations are: 

·  Promoting competition through transparency. Regulators can publish information about the 
performance of the various broadband offerings, in order to help end users make an informed 
choice about ISPs’ service offers. This stimulates competition and so pressurises ISPs to 
improve their broadband service. 

·  Promoting broadband deployment. A regulator may want to measure the progress towards 
strategic goals for high-speed broadband penetration, such as the “Digital agenda for Europe”. 

·  Monitoring “net neutrality”. Some regulators, for example BEREC in Europe, have policy 
approaches related to net neutrality and the open Internet. A regulator can monitor departures 
from application agnosticism monitor as input to regulatory evaluation. 

End users want to use measurements to run diagnostic checks, for example to see if their network is 
performing according to their service level agreement. An ISP would also like to distribute a self-help 
tool that a customer could use to optimise their home wireless network, and to help them identify 
whether any problem exists with an over-the-top service instead of with their broadband product. 
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From the above use cases we have identified several goals for our work: 

·  Standardised:  in terms of the tests that they perform, the components, the data models and 
protocols for transferring information between the components. Today's systems are 
proprietary in some or all of these aspects. Standards would enable comparability of 
measurements made of the same metric at different times and places, and would allow the 
operator of a measurement system to buy the various components from different vendors. 

·  Extensible: it should be easy to add or modify tests. 
·  Large-scale: we envisage a Measurement Agent (MA) in every home gateway and edge device 

such as set-top-boxes and tablet computers.  Existing systems have up to a few thousand MAs.  
·  Diversity: a measurement system should handle different types of Measurement Agent: from 

different vendors, for wired and wireless, for IPv4 or IPv6, and so on. 
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4 OVERALL ARCHITECTURE  
It is challenging to meet the goals of the use cases outlined in the previous section; a measurement 
capability is needed that is pervasive, manageable, standardised and provides comparable performance 
metrics. Rather than dive straight into detailed protocol design, it is better first to consider the overall 
framework: a definition of the high-level elements and their interactions, and constraints on the 
detailed design.  

The Leone framework has four basic components, as shown in Figure 6. 

 
Figure 6: Leone architecture for large-scale measurements 

Measurement Agents (MAs) perform active measurements in conjunction with other MAs or 
Measurement Peers (MPs), by generating test traffic and measuring some metric associated with its 
transfer over the path; for example the time taken to transfer a ‘test file’. (A MP doesn’t interact with a 
Controller or Collector, but by acting in its normal role it unconsciously assists a MA. For example, a 
DNS or web server.) A MA can also perform passive measurements, in which case only a single MA 
is required. The architecture does not limit what form the MA can take – it could be a dedicated piece 
of hardware, a piece of software sitting on a shared device, or anything in between.  

A Controller manages Measurement Agents. It instructs MAs about what Measurement Tasks to 
perform, when they should execute, with which parameters and against which MPs (or MAs). For 
example it may instruct a MA at a home gateway: “Run the ‘download speed test’ with the MP at the 
end user’s first IP point in the network; if the end user is active then delay the test and re-try 1 minute 
later, with up to 3 re-tries; repeat every hour at xx.05”.  A Controller can also initiate one-off tests, as 
well as regular ones. It also instructs MAs about when it should report its Measurement Results and 
where to. Section 7 considers a registry for tests. 
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A Collector accepts a Measurement Report from MAs with their Measurement Results. A MA might 
report its results to several Collectors.  

Other components are the Initialiser, which effectively bootstraps the MA so that it can start to 
communicate with the Controller, and the Subscriber Parameter Database (Section 9), which contains 
information about the broadband line (such as its contracted rate and time zone) that affects the choice 
of Measurement Task and the interpretation of the Results.  

The Results are combined with other data, analysed and visualised using Data Analysis Tools, 
integrated with the operator’s OAM tools or other third party tools.  

 

Our framework includes various assumptions. These are effectively proposed constraints on the scope 
of the solution, in order to make the detailed work more tractable.  

Our first constraint is that a measurement system must be under the direction of a single organisation. 
This means that one party is responsible for both data confidentiality/privacy and the impact of tests 
on users. Clear responsibility is critical, given that a misbehaving large-scale measurement system 
could potentially harm user experience, user privacy and network security. Our constraint also 
simplifies the solution as it avoids policy decisions and coordination between measurement systems. 

Secondly, each Measurement Agent is only associated with a single Controller at any point in time. 
The constraint avoids different Controllers giving a MA conflicting instructions and so means that the 
MA does not have to manage contention between multiple Test (or Report) Schedules.  This simplifies 
the design of MAs, which is critical for a large-scale infrastructure.  

 

A MA performs Measurement Tasks according to the Schedule it receives from the Controller. 
Similarly, reporting of the measurement results to the Collector(s) is defined in “reporting” or “data 
transfer tasks”, at the times defined by a corresponding ‘data transfer schedule’. The MA may perform 
various other sorts of Tasks (again at the times defined by a schedule), such as ‘data analysis tasks’ 
(which process measurement data locally), ‘control tasks’ (a MA behind a NAT periodically pulls its 
Instruction from its Controller) and a ‘cross traffic task’ (so that a MA doesn’t generate measurement 
traffic if it would detrimentally impact the end user’s applications). 

The overall architecture also sets the high-level ‘protocol model’, to which the Information Model 
(Section 5) adds more detail, and is actually implemented by a specific protocol (Section 6). Several 
protocol operations are required: 

·  Configuration: as a result of the bootstrapping process and configuration, the MA learns its 
identifier, the communications channel over which it will be told its Instruction, and 
optionally a Group ID. A Group ID would be shared by several MAs and could be useful for 
privacy reasons.  

·  Instruction: the Controller tells the MA what to do. This includes the details of Tasks to 
perform and the Schedule on which it should carry out those Tasks. Measurement Tasks are 
defined by reference (a URI) to an entry in a registry (Section 7), with values set for any input 
parameters.  
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·  Suppression: the Controller may need to tell MAs to suspend some or all measurements as an 
emergency over-ride if the network is unexpectedly heavily overloaded. There is a default 
option for each type of tasks, with the possibility to suppress specific tasks or schedules.  

·  Operational information: the MA can inform the Controller about failures, logging 
information or the MA’s capabilities, sent either on the MA’s own initiative or in response to 
a request from the Controller.  

·  Operation of Measurement Tasks: if a measurement generates a lot of traffic, the MA should 
take care to avoid degrading the end user’s quality of experience. The issue is subtle and under 
discussion – for example, measuring background traffic over the previous few seconds may 
miss intermittent applications like web browsing. 

  

Finally, our measurement architecture raises several potential security, privacy (data protection) and 
business sensitivity issues: 

·  a malicious party that gains control of Measurement Agents to launch DoS attacks at a target, 
or to alter (perhaps subtly) Measurement Tasks in order to compromise the end user's privacy, 
the business confidentiality of the network, or the accuracy of the measurement system. 

·  a malicious party that gains control of Measurement Agents to create a platform for pervasive 
monitoring, in order to attack the privacy of Internet users and organisations. 

·  a malicious party that intercepts or corrupts the Measurement Results &/or other information 
about the Subscriber, for similar nefarious purposes. 

·  a malicious party that uses fingerprinting techniques to identify individual end users, even 
from anonymized data 

·  a measurement system that does not obtain the end user's informed consent, or fails to specify 
a specific purpose in the consent, or uses the collected information for secondary uses beyond 
those specified. 

·  a measurement system that is vague about who is responsible for privacy (data protection); 
this role is often termed the "data controller". 

The issues are discussed in [draft-ietf-lmap-framework]. A good approach to addressing most of these 
issues is mutual authentication of the MA and Controller, and the MA and Collector, and encryption of 
these communications.  
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5 INFORMATION MODEL  
The goal of the Information Model is to define, at a high level, the information which is held and 
passed to and from the Measurement Agent. Defining this information serves a number of purposes: 

·  To form agreement about what information needs to be passed over the Control and Reporting 
interfaces between the MA and the Controller and Collector respectively. It can assist in 
discussion about what needs to be standardised and what is available using existing 
mechanisms (e.g. clock, security credentials). 

·  To guide in the standardisation of different protocol and data model implementations of the 
MA Control and Reporting interfaces. 

·  To enable a very high level interoperability between different Control and Reporting interface 
protocols. It is possible that a Controller with a single information model and internal data 
structure could instruct two or more sub-populations of MAs using different protocols. The 
Controller would perform the appropriate mapping between its own data representation and 
the data model of each protocol.  

·  With a single common Information Model, diverse MAs can implement the same control and 
reporting capabilities – e.g. an IETF and Broadband Forum Measurement Schedule can both 
specify a calendar-base schedule of the same test with the same configuration parameters. 

The Information Model developed within Leone has been discussed widely within the Broadband 
Forum WT-304 group and has been submitted to the IETF LMAP working group [draft-ietf-lmap-
information-model]. The LMAP draft has been adopted by the working group and is currently 
undergoing revision to version 03 of the adopted draft.  

The Information Model is broken into a number of parts according to their different purposes. 
Analysis of the LMAP framework reveals that different information needs to be transferred between 
the various elements, as reflected in the structure shown in Figure 2. For example, the Instruction 
information is transmitted from the Controller to the MA, the Reporting information is transmitted 
from the MA to the Collector, whilst the pre-configuration information is configured on the MA 
before interaction with the Controller. Both the Logging and Status parts are transmitted from the MA 
to the Controller, but at different times and for different reasons. 

Pre-configuration Information pre-configured on the Measurement Agent prior to any 
communication with other components of the LMAP architecture (i.e., the 
Controller, Collector and Measurement Peers), specifically detailing how to 
communicate with a Controller and whether the device is enabled to 
participate as an MA. 

Configuration Update of the pre-configuration information during the registration of the MA 
or subsequent communication with the Controller, along with the 
configuration of further parameters about the MA (rather than the Tasks it 
should perform) that were not mandatory for the initial communication 
between the MA and a Controller. 

Instruction  Information that is received by the MA from the Controller pertaining to the 
Tasks that should be executed. This includes the task execution Schedules 
(other than the Controller communication Schedule supplied as 
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(pre)configuration information) and related information such as the Task 
Configuration, communication Channels to Collectors and schedule Timing 
information. It also includes Task Suppression information that is used to 
over-ride normal Task execution during emergency situations. 

Logging  Information transmitted from the MA to the Controller detailing the results of 
any configuration operations along with error and status information from the 
operation of the MA. 

Capability & 
Status 

Information on the general status and capabilities of the MA. For example, 
the set of measurements that are supported on the device. 

Reporting  Information transmitted from the MA to one or more Collectors, including 
measurement results and the context in which they were conducted. 

 
Figure 7: Overview of different sections of Information Model 

The Instruction information is sub-divided into four separate areas dealing with: 

·  the scheduling,  

·  the configuration of the measurement parameters in the various measurement tasks,  

·  the configuration of how results are reported back to one or more Collectors,  

·  the potential suppression of measurements.  

The sub-division reflects that the information in each section is likely to be updated on different 
timescales. For example, it is envisaged that the configuration of the Measurement Tasks would be 
fairly infrequent; updates of the Measurement Schedule could be quite common, whilst suppression 
would only happen when measurements need to be temporarily suspended to rapidly alleviate some 
unexpected problem. The breakdown of the Information Model in this manner allows the protocol 
implementation to transfer these pieces of information using different commands which in turn 
reduces the data overheads and improves the scalability of the control protocol. The Figure below 
shows a detailed breakdown of the Instruction part of the Information Model, as described in the most 
recent IETF document [draft-ietf-lmap-information-model-02]. 
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Figure 8: Details of Instruction part of the Information Model 

The current discussions within IETF and BB Forum that will be integrated within version 03 of the 
LMAP draft are: 

·  How to improve the efficiency of task configuration to allow different configurations of the 
same task within the schedules – e.g. to different measurement targets. 

·  Whether to have an explicit modelling of data channels between scheduled tasks. This would 
allow the specification of parameters such as volume constraints and data retention rules. 

·  How to provide a simple, yet powerful, way to express when tasks should not be executed due 
to user or measurement cross-traffic. 

Leone will continue to work to integrate the views of different bodies into a single IETF standard 
Large-Scale Measurement Information Model. The Information Model is on the IETF’s standards 
track. Version 02 of the LMAP draft has been to an initial last-call and the comments elicited during 
this process should make the 03 draft mature and stable. We expect approval to come in early 2015. 
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The HTTP RESTful control and reporting protocol (Section 6) is compliant with the Information 
Model. Within the IETF there have been a number of additional proposals for both control/report 
protocols (ALTO, IPFIX, HTTP, RestCONF) and a separate data model in YANG. All these proposals 
have proved the usefulness of having a common Information Model, as well as highlighting 
improvements to the Information Model. 
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6 PROTOCOL & DATA MODEL  
6.1 LMAP Control and Report Protocol 
The LMAP information model [draft-ietf-lmap-information-model-02], described in the previous 
section, is an abstract, protocol-neutral definition of the information held and transferred to/from the 
Measurement Agent (MA). The information then needs to be described using a specific data model, 
encoded into a well-defined structured format and exchanged using a transport protocol. We have 
investigated several possibilities to achieve this: 

a) NETCONF as a control protocol. 

b) IPFIX as a report protocol. 

c) HTTP(S) as both a control and report protocol. 

 

NETCONF as a Control Protocol 

Network Configuration (NETCONF) [RFC 6241] is a generic protocol to support device configuration 
and can be used to deliver instructions to a MA from the LMAP Controller. The data model is 
specified using the YANG [RFC 6020] data modelling language.  

NETCONF has an inherent push-model in its design; it expects that the managed device runs an 
embedded NETCONF server, so that the NMS can push configuration state to the managed device (by 
using RPC calls). Hence, in the LMAP context this would mean that the MA assumes the role of a 
NETCONF server, and the Controller needs to push configuration state to it. We investigated the 
possibility.  

 

Firstly we investigated the viability of implementing a NETCONF server on CPE devices 
[vbajpai:noms:2014]. NETCONF has been designed to manage backbone routers, whereas CPE 
devices are much more resource-constrained. 

Given contemporary CPE devices do not come bundled with NETCONF, we investigated the 
possibility of deploying libnetconf-based NETCONF server on a SamKnows probe (as an exemplar 
CPE device).  Although the NETCONF server codebase and the CPE runtime environment had to be 
heavily optimised for such a usecase, we found that it's possible to deploy a full-fledged NETCONF 
server on a CPE-based device as shown in the Figure below. 
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Figure 9: NETCONF server on a CPE device (the SamKnows Whitebox) 

Secondly, we studied the problem that the MA is very likely to be behind a NAT, which requires 
connection initiation from the MA1 – but how can the MA also play the role of the NETCONF server? 
What is required is an explicit ‘call-home’ mechanism that reverses the client-server role during 
connection-initiation. This is currently not supported by NETCONF, although the IETF NETCONF 
WG is working on a call-home mechanism [draft-ietf-netconf-call-home-01] that will support both 
underlying SSH [RFC 6242] and TLS transports [draft-ietf-netconf-rfc5539bis-06]. The NETCONF 
reference implementations would also need to be updated to provide such a functionality, which would 
take time. 

There is the related issue that ideally the Controller would occasionally like to push an instruction to 
the MA for immediate action, either to perform an on-demand measurement or to suppress (stop) on-
going measurements. 

In view of aforementioned challenges [draft-schoenw-lmap-netconf-00] and the time constraints 
involved in coming up with a solution, we currently do not prefer NETCONF as the LMAP control 
protocol. 

 

IPFIX as a Report Protocol 

Internet Protocol Flow Information Export (IPFIX) [RFC 7011] is a unidirectional, transport-

                                                      
1 Indeed, for this reason the LMAP framework [draft-ietf-lmap-framework-08] assumes that the MA acts as a 
client that pulls configuration state from the LMAP controller based on a specific schedule. 
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independent protocol for the export of binary data records. IPFIX can be used to deliver measurement 
result reports from the MA to a LMAP collector. Within LMAP, the MA will need to assume the role 
of an IPFIX meter and an IPFIX exporter, whereas the LMAP collector will assume the role of an 
IPFIX collector. We investigated the challenges of using IPFIX as a LMAP reporting protocol: 

Firstly, SCTP is the recommended congestion-aware IPFIX transport between exporting and collecting 
processes. However, SCTP is not widely deployed on the Internet. Using IPFIX over SCTP for 
measurement reporting may not be practical, given middleboxes generally silently drop SCTP packets 
in transit. UDP can be used instead, but UDP is not congestion-aware. 

Secondly, IPFIX metering/exporting implementations are generally not available on CPE-based 
devices. There is also rather less existence proof of contemporary measurement platforms using IPFIX 
for measurement reports. 

 

In summary, NETCONF and IPFIX are interesting as they are existing standards, but they require a 
number of technical issues to be overcome before they can be used in LMAP. We therefore, prefer a 
RESTful interface on top of HTTP over TLS instead of tweaking NETCONF and pressing data into 
the IPFIX format.  The main reasons are ease of implementation and general availability of the 
necessary software on typical embedded systems, cell phones, et al.  There is also a certain existence 
proof that none of the larger platforms use NETCONF or IPFIX. 

 

HTTP(S) as both a control and report protocol  

The Uniform Resource Identifier (URI) design of the proposed REST Application Programming 
Interface (API) is described below. The high-level interaction of the MA with the LMAP Controller 
and Collector using this API is shown in the Figure below. Soon after deployment the MA sends a 
GET request to the Controller in order to retrieve its initial configuration and measurement 
instructions. 

On receiving the request the Controller verifies the identity of the MA from its UUID (Universally 
Unique Identifier) and replies with pointers (URLs) to the other elements which contain the actual 
control information. Next the MA uses this received information to send a series of GET requests to 
retrieve this control information: the measurement set (the list of tests for the MA to run); the 
measurement schedule (when and with what frequency to run these tests); and the relevant reporting 
channel (how and when to report the measurement results). The approach of using a series of 
canonical GET requests, as opposed to a single GET request, allows each part to be updated 
independently and with their own designated frequency. 
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Figure 10: Interaction of the MA with the LMAP cont roller and collector using the HTTP protocol 

The specifications of each HTTP request and its corresponding JSON-encoded result response is 
described in our internet draft [draft-bagnulo-lmap-http-03] in more detail. The interaction between 
the MA, the Controller and the Collector requires some information to be pre-baked on the MA, such 
as the FQDN (Fully Qualified Domain Name) of the Controller and security credentials for 
authentication. This pre-configuration or bootstrap process is likely to depend on the access 
technology, for instance it could be part of the ACS initialisation (Auto Configuration Server) used in 
TR-069 or DOCSIS. 
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6.2 LMAP YANG data model 
The JSON-encoded requests and responses used by the LMAP HTTP(s) protocol need to adhere to a 
concrete data model. A data model needs derived from the protocol-agnostic LMAP information 
model and designed specifically for a specific protocol specification.  

We have defined a data model using YANG [RFC 6020]. The tree representation of the YANG data 
model is briefly described below. The section division is motivated from the LMAP information 
model: 

·  Pre-Configuration Information: This is not modelled explicitly since it is a subset of the 
configuration information. 

·  Configuration Information: This is modelled in the /lmap/agent subtree and the 
/lmap/schedules, /lmap/tasks, and /lmap/channels subtrees described below.  Some items have 
been left out because they are expected to be dealt with by the underlying protocol. 

·  Instruction Information: This is modelled in the /lmap/suppression subtree and the 
/lmap/schedules, /lmap/tasks, and /lmap/channels subtrees described below. 

·  Logging Information: Some of the logging information, in particular 'success/failure/warning 
messages in response to information updates from the Controller', will be handled by the 
protocol used to manipulate the lmap specific configuration. 

·  Capability and Status Information: Some of the status information is modelled in the /lmap-
state/agent subtree.  Information about network interfaces can be obtained from the interfaces 
YANG data model [RFC7223].  The list of supported tasks is modelled in the /lmap-
state/capabilities subtree. The current state is modelled in the /lmap-state/status subtree.  

·  Reporting Information: This is modelled by the report notification. 

  

These six sections are built on the following common information objects: 

·  Schedules: This is modelled in the /lmap/schedules subtree. 

·  Channels: This is modelled in the /lmap/channels subtree. 

·  Task Configurations: This is modelled in the /lmap/tasks subtree. 

·  Timing Information: This is modelled in the /lmap/timings subtree. 

 

Below is a tree-diagram of the YANG data model; the complete YANG module and an example 
configuration instance are provided in our internet-draft [draft-schoenw-lmap-yang-01]. 

This modelling has allowed us to provide constructive feedback in terms of the implementation 
feasibility of the ideas described in the information model document. 
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module: ietf-lmap 
      +--rw lmap 
      |  +--rw agent 
      |  |  +--rw agent-id?          yang:uuid 
      |  |  +--rw device-id?         inet:uri 
      |  |  +--rw credentials?       string 
      |  |  +--rw group-id?          string 
      |  |  +--rw report-agent-id?   boolean 
      |  +--rw schedules 
      |  |  +--rw schedule* [name] 
      |  |     +--rw name      string 
      |  |     +--rw action 
      |  |     |  +--rw task*              leafref< ~task/name> 
      |  |     |  +--rw downstream-task*   leafref< ~task/name> 
      |  |     |  +--rw channel*           
leafref<~channel/name> 
      |  |     +--rw timing?   leafref<~timing/name > 
      |  +--rw suppression 
      |  |  +--rw enabled?              boolean 
      |  |  +--rw stop-ongoing-tasks?   boolean 
      |  |  +--rw start?                yang:date-a nd-time 
      |  |  +--rw end?                  yang:date-a nd-time 
      |  |  +--rw task*                 leafref<~ta sk/name> 
      |  |  +--rw schedule*             
leafref<~schedule/name> 
      |  +--rw channels 
      |  |  +--rw channel* [name] 
      |  |     +--rw name           string 
      |  |     +--rw url?           inet:uri 
      |  |     +--rw credentials?   string 
      |  |     +--rw interface?     
leafref<~if:interface/if:name> 
      |  +--rw tasks 
      |  |  +--rw task* [name] 
      |  |     +--rw name                   string 
      |  |     +--rw (task-identification) 
      |  |     |  +--:(registry) 
      |  |     |  |  +--rw registry?              i net:uri 
      |  |     |  +--:(program) 
      |  |     |     +--rw program?               s tring 
      |  |     +--rw option* [name] 
      |  |     |  +--rw name     string 
      |  |     |  +--rw value?   string 
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      |  |     +--rw tag*                   string 
      |  |     +--rw suppress-by-default?   boolean  
      |  +--rw timings 
      |     +--rw timing* [name] 
      |        +--rw name             string 
      |        +--rw (timing-type)? 
      |        |  +--:(periodic) 
      |        |  |  +--rw periodic 
      |        |  |     +--rw interval    uint32 
      |        |  |     +--rw start?      yang:date -and-time 
      |        |  |     +--rw end?        yang:date -and-time 
      |        |  +--:(calendar) 
      |        |  |  +--rw calendar 
      |        |  |     +--rw month*             mo nth 
      |        |  |     +--rw weekday*           we ekday 
      |        |  |     +--rw day-of-months*     in t8 
      |        |  |     +--rw hour*              in t8 
      |        |  |     +--rw minute*            in t8 
      |        |  |     +--rw second*            in t8 
      |        |  |     +--rw timezone-offset?   ti mezone-
offset 
      |        |  |     +--rw start?             ya ng:date-
and-time 
      |        |  |     +--rw end?               ya ng:date-
and-time 
      |        |  +--:(one-off) 
      |        |  |  +--rw one-off-time     yang:da te-and-time 
      |        |  +--:(immediate) 
      |        |  |  +--rw immediate        empty 
      |        |  +--:(startup) 
      |        |     +--rw startup          empty 
      |        +--rw random-spread?   int32 
      +--ro lmap-state 
         +--ro agent 
         |  +--ro agent-id     yang:uuid 
         |  +--ro device-id    inet:uri 
         |  +--ro hardware     string 
         |  +--ro firmware     string 
         |  +--ro version      string 
         +--ro capabilities 
         |  +--ro tasks 
         |     +--ro task* [name] 
         |        +--ro name        string 
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         |        +--ro (task-identification) 
         |           +--:(registry) 
         |           |  +--ro registry?   inet:uri 
         |           +--:(program) 
         |              +--ro program?    string 
         +--ro status 
            +--ro last-measurement      yang:date-a nd-time 
            +--ro last-report           yang:date-a nd-time 
            +--ro last-configuration    yang:date-a nd-time 
            +--ro failures              yang:counte r32 
            +--ro last-failed           yang:date-a nd-time 
   notifications: 
      +---n report 
         +--ro date        yang:date-and-time 
         +--ro agent-id?   yang:uuid 
         +--ro group-id?   string 
         +--ro task* [name] 
         |  +--ro name                   string 
         |  +--ro (task-identification) 
         |  |  +--:(registry) 
         |  |  |  +--ro registry?              inet :uri 
         |  |  +--:(program) 
         |  |     +--ro program?               stri ng 
         |  +--ro option* [name] 
         |  |  +--ro name     string 
         |  |  +--ro value?   string 
         |  +--ro tag*                   string 
         |  +--ro suppress-by-default?   boolean 
         +--ro header 
         |  +--ro column*   string 
         +--ro row* 
            +--ro start            yang:date-and-ti me 
            +--ro end?             yang:date-and-ti me 
            +--ro conflict*        string 
            +--ro cross-traffic?   uint64 
            +--ro value*           string 
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6.3 Status 
The LMAP protocol implementation is in the early stages of development. 

The implementation currently uses SQL-based schemas to describe the information model on the 
LMAP controller and LMAP collector.  These SQL-based schemas are then used to generate a JSON-
based representation of the information model, which is thus an implementation-generated 
representation that adheres to the information model document. It is described in detail in our protocol 
internet-draft [draft-bagnulo-lmap-http-03]. 

 

However, there are several open issues that need to be resolved before the implementation work can 
move further: 

a) The elements defined within the information-model are building blocks for the 
implementation. A major change in the information-model document requires a rewrite of the 
entire codebase. The information-model document is currently undergoing active discussion 
within the working group. We wait for the document to reach a stable state so that a concrete 
stable data model can be derived out of it. 

b) An implementation needs to be aware of the data modelling language used to generate the 
JSON-encoded exchange. Although we do propose a YANG-based data model, the IETF 
LMAP WG is yet to form a consensus on the data model to be used for HTTP(s) protocol 
based approach. 

c) The IETF LMAP working group needs to agree on a particular document as the starting point 
for its protocol work. This will allow the WG to develop consensus on the protocol 
interactions and related open issues (discussed below). An implementation can help the WG 
define the protocol interactions and solve the open issues. 

 

There are several open issues: 

a) GET vs POST: One is whether to use the POST method for the control protocol instead of the 
GET method described above (GET may seem more natural but POST may be more 
extensible since it can carry complex information and there is no need to ‘force’ arguments 
into the strict hierarchy of URIs). 

b) PUT vs POST: Similarly, for the report protocol it may be better to use the PUT method 
instead of POST (as the former is idempotent). 

c) PUSH vs PULL: Another issue is that a Controller may need to ‘push’ information to a MA, 
so that it doesn’t have to wait for the MA to initiate communication with it – for example the 
Controller may want the MA to make an immediate, on-demand measurement, or it may want 
the MA to pause (suppress) all its measurements as soon as possible.  The protocols also need 
to deal with communication failures and be secure. 
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One option is to use a pull-model which uses the POST method for the control protocol, and PUT 
method for the report protocol. Another is to follow REST semantics, implying that the method 
depends on the operation: use GET for read-only operations, POST for edit/update/append, and PUT 
to replace an entire object However, the draft needs to be adopted as a IETF LMAP WG document 
before the IETF LMAP WG can establish consensus on these issues before we can deem them closed. 

 

Related Work 

Arne Oslebo in [draft-oslebo-lmap-control-yang-00] adapt our YANG data model document [draft-
schoenw-lmap-yang-01] for a pull-based design. They propose the use of RESTCONF [draft-ietf-
netconf-restconf-02] to pull configuration from a LMAP controller. In this model, a RESTCONF 
server needs to be deployed on the LMAP controller, while a RESTCONF client invokes RPC calls to 
pull configuration according to a specific schedule. However, RESTCONF also subsumes a push-
based model design. It's unclear whether the protocol approach described in [draft-oslebo-lmap-
control-yang-00] can be deemed RESTCONF. 

The Broadband Forum is currently working on a TR-069 data model based on the IETF LMAP 
information model [draft-ietf-lmap-information-model-00]. The data model is planned to be published 
after the information model is published as an RFC within the IETF. 

Dapeng Liu in [draft-liu-lmap-rest-00] provide an alternative REST-based LMAP protocol proposal. 
Their proposal utilises a push-based model (as opposed to the pull-based model in our HTTP draft) on 
the control-protocol end. Given the MA will be deployed within NATed environments, it's unclear 
how the push-based model to provision control instructions will work. 
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7 REGISTRY  FOR PERFORMANCE METRICS 
When the Controller sends an Instruction to a Measurement Agent it includes the Measurement Tasks 
that it wants the MA to execute. It is critical that the Controller and MA have the same understanding 
about what measurements are needed.  

In order to allow a Controller to properly instruct a Measurement agent to execute a measurement task, 
they both need to share a common understanding of what metric is being measured and what 
measurement method2 is supposed to be used in order to do that. Moreover, if we want to enable 
different vendors to provide off-the-shelf MAs that properly interoperate with an off-the-shelf 
controller, we need a public registry for performance metrics and associated measurement methods.   

A registry of metrics should solve these issues: a Controller simply includes a reference to the registry 
entry that defines the metric it wants the MA to measure; and the MA simply looks up the reference to 
learn what metric it should measure. Similarly, when the MA reports its measurement results, it 
references the registry so that the Collector can unambiguously identify the metric that was measured. 

One side benefit of having a public registry of well-defined metrics (and the methods to measure 
them) is that measurement results are comparable even if they are performed by different 
implementations, in different networks and even using different control or reporting protocols (for 
example, one implementation might use an http-based protocol, as described in the previous section, 
whilst another might use a Broadband Forum based protocol or even a proprietary one).  

Another benefit is that the registry could serve as an inventory of useful and used tests that are 
normally supported by different implementations of MAs. We believe that the registry should only 
contain a few tightly-defined metrics, so that they have only a few open parameters (such as source 
and destination address) which don’t affect the nature of the tests. This learns from the failure of the 
previous attempt to define a registry (by the IETF’s IPPM working group); the problem was that the 
metric definition left too many degrees of freedom for the actual implementation – for example it 
didn’t define whether the packets were TCP, UDP, ICMP or something else.  

The registry could also help with interoperability testing – for example, vendors could check their 
implementations against a reference site for the metrics.  

We have been working since the beginning of the Leone project to create such a Performance Metrics 
Registry in the IETF that can serve as a single point for the definition of metrics and measurement 
methods. The goal is to create a registry that will contain all useful and used performance metrics 
defined in the IETF and any other body that would find useful to register their metrics in this registry. 
The task has proven to challenging, especially due to the broad scope intended for the registry. We had 
to accommodate not only the LMAP requirements but also the requirements of other potential users of 
the registry. We explored several different designs for the registry, including the use of independent 
registries for the different aspects related to the measurement method (see [draft-bagnulo-ippm-new-
registry-independent]), one registry that combines all aspects related to a measurement method and a 
metric (see [draft-bagnulo-ippm-new-registry]), different registries for passive and active metrics 
along with the definition of a common structure for both of these (see [draft-ietf-ippm-registry-
passive], [draft-ietf-ippm-registry-active]). After much discussion, we converged to a single registry 
                                                      
2 The metric is the quantity related to the performance and reliability of the network that we'd like to know the 
value of. The measurement method is the process used to actually measure the desired metric. 
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for all types of metrics that will perform a tight definition of all the aspects involved in the metric and 
measurement method in each registry entry. The resulting registry has been adopted by the IETF IPPM 
working group and is defined in [draft-ietf-ippm-metric-registry]. 
 

The format of the proposed registry is depicted in the table below. The different columns of the 
registry are aggregated into categories. For example, the columns Identifier, Name, URI and 
Description are grouped into the category Summary.  

 

 

 

 

 

 

 

 

 

Looking at the various categories and columns in more detail: 

·  The Summary category provides the URI, which is used by the Control and Reporting 
Protocols to identify the measurement method. The identifier and name are related identifiers.  

Figure 11: Registry columns and categories 
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·  The Metric Definition category defines the metric. This is done by reference to some 
section(s) of a permanent document, such as an RFC, with clarifications as necessary. It also 
fixes open parameters such as packet type that affect the nature of the metric. 

·  The Method of Measurement category defines how the metric is measured. Again this is done 
by reference to some permanent document. Active measurements need to define the nature of 
the traffic generated for measurement (for example, a single packet). Passive measurements 
need to define what traffic is measured (for example, all TCP packets). Some measurement 
methods involve several roles, typically a sender (of active measurement traffic) and a 
responder, whilst real-time parameters are things like the source and destination IP address. 

·  The Output category defines how the results are reported. For example a throughput metric 
could be reported in bytes per sec, as a 128-bit number. 

·  The Administrative information category details the revision history. 

The registry was discussed at length in the Leone workshop in September 2014, which was co-located 
with the Broadband forum meeting and the IETF LMAP WG interim meeting. The main goal was to 
increase awareness of the registry work in the BBF community and get their feedback. The registry 
attracted significant attention and we expect that the BBF will make use of the registry for their own 
metrics and measurement methods. We received input from them about how to change the registry to 
make it more suitable for the BBF specific needs. The inputs will be incorporated in the new version 
of the draft. 

We have also been documenting a first batch of allocations for the registry, defining metrics from 
those implemented in the standard SamKnows platform and hence available in the Leone trial. The 
details can be found in [draft-mornuley-ippm-initial-registry]. 
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8 REFERENCE PATH 
We have been working at the IETF to create a registry of measurement points and ascribing a unique 
designation to each. The motivation is to provide an unambiguous way to describe the scope of the 
path over which a measurement is made, since general terms like “end-to-end” are open to several 
interpretations (What is an end? Is the home network included?). This could be useful both for 
diagnosis (where the same metric may be measurement over several different path scopes) and for 
comparison (where the same metric is measured on different network infrastructures). 

As an illustrative example, consider a measurement agent in an LMAP system.  When it reports its 
measurement results, rather than detailing its IP address and that of its measurement peer, it may 
prefer to describe the measured path segment abstractly (perhaps for privacy reasons).  For instance, 
“from a measurement agent at a home gateway to a measurement peer at a DSLAM”.  [draft-ietf-
ippm-lmap-path]  provides the definition for such abstract ‘measurement points’ and therefore the 
portion of ‘reference path’ between them. 

Some of the reference points are relatively obvious: subscriber device, access service demarcation 
point, intra IP access and globally routable address gateway. Perhaps a less obvious reference point is 
the resource transition point, which marks the point of transition from dedicated to shared components, 
ie from dedicated resources serving an individual subscriber to common resources shared by multiple 
subscribers. 

A typical reference path is depicted below; full details are in [draft-ietf-ippm-lmap-path]. 

 

 

 

 

The following are descriptions of the reference points:  

·  Subscriber device - This is a host that normally originates and terminates communications 
conducted over the IP packet transfer service. 

·  Private Net #x - This is a network of devices owned and operated by the Internet Service 
Subscriber.  In some configurations, one or more private networks and the device that 
provides the Service Demarcation point are collapsed in a single device (and ownership may 
shift to the service provider); this would be noted in the path description. 

Figure 12: Assignment of measurement points to selected components on an example reference path 
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·  Service Demarcation – this is the boundary with the service (network) provider. 

·  Intra IP Access - This is the first point in the access architecture where a globally routable IP 
address is exposed and used for routing.  It is possible that it is collapsed onto the same device 
as the service demarcation point. 

·  GRA Gateway - the Globally Routable Address Gateway is the point of interconnection 
between a Service Provider's administrative domain and the rest of the Internet. It is where 
routing depends on the GRA in the IP header. In architectures that use tunnelling, this point 
may be equivalent to the Intra IP Access point.  

·  Transit GRA Gateway – Any network between the two access networks (of the Subscriber and 
of the Destination) are termed “transit”. A transit network is between two Transit GRA 
Gateways. 

 

The diagram also shows various “mp numbers”. The purpose of the measurement point numbering 
scheme is to help the measuring organisation (and whoever it shares results with) have an 
unambiguous understanding of what path or point was measured. These are recommendations – the 
main point is that the measuring organisation should produce a numbered diagram similar to that 
above, so that the measurement locations area clearly identified and understood. The measurement 
point numbering scheme, mpXnn, has two parts: 

·  The X in mpXnn indicates the network number. The network with the Subscriber's device is 
network 0 and the destination’s is 9. Each successive network number is one greater than the 
previous network (starting from the subscriber end), except that the service provider network 
at the destination is numbered 8. (The latter is because the number of transit networks is 
unknown.) 

·  The nn in mpXnn indicates the measurement point and is locally assigned by network X.  The 
following conventions are suggested: 00 is at the Subscriber's side and 90 at the opposite side 
of a network; 50 is at intermediate measurement point of significance, such as a Network 
Address Translator (NAT); and 20 is at a traffic aggregation point such as a DSLAM. 

 

This reference path has proven useful already in the context of Leone and beyond. In particular, our 
work on CGNAT (Carrier Grade NAT) detection has leveraged the reference path to describe the 
methodology. 
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9 SUBSCRIBER PARAMETER DATABASE  
The Subscriber Parameter Database (SPD) is the framework function responsible for supplying 
network and subscriber information to the Controller and data analysis tools. Such data could include: 

·  Subscriber information such as product, usage caps, traffic management policy and the 
subscriber’s timezone 

·  Network information such as access technology, line length, equipment type, exchange id and 
geo-location (especially for mobiles) 

·  Network status information such as a DSL modem’s actual rate, line errors, interleaving and 
network utilisation 

Such information is often critical to work out the right set of measurements for the Measurement 
Agents to perform – a test shouldn’t overwhelm the typical capacity of the line, for instance. The 
information is also important for analysis of the measurement data. For example a regulator may want 
to compare the measured speed with the rate in the subscriber’s broadband contract, whilst an ISP may 
need to know the subscriber’s modem type, local aggregation node and exchange, in order to 
determine which other subscribers may be affected by a fault.  

Some subscriber information is naturally reported by the MA, either because it knows it directly or it 
is transmitted to the MA by using TR-069 (or DOCSIS equivalent). Examples include the sync speed 
where the MA is a home gateway, the type of modem, power saving parameters and some DSLAM or 
channel configuration parameters. We currently assume that all MA context information is included in 
every Report to avoid the complexity of having to implement policy languages to control its 
dissemination. Such parameters may be included as additional columns in the result rows or in the 
header part of the report for more generic context. It is included in the Information Model. 

Other information is not naturally known by the MA. The subscriber’s particular broadband contract 
or type of home hub, for example, will impact how the Results are interpreted. We favour the 
Subscriber Parameter Database directly informing the Data Analysis Tools, rather than sending the 
information via the MA. It is not realistic for this vast wealth of subscriber parameter data to be 
transmitted to the MA and used to enhance every measurement. Besides the overhead, another issue is 
that the ISP would have to take great care to ensure that the MA only gets the information about the 
correct subscriber (even if the MA was moved to another household). Similarly an MA reporting to 
different Collectors may have to carefully select which line/subscriber data was sent to each. 

A particular scenario that needs further analysis is where an ISP-run measurement system reports 
results to a third party such as a regulator. In some jurisdictions it has been claimed that data privacy 
considerations may be easier if only the MA (and not the ISP) sends subscriber information.  

Following significant discussion, we have concluded it is infeasible to standardise the SPD. Many 
aspects of it can be considered proprietary or at least specific to the implementation within the network 
OSS, for example an SQL database interface or Hadoop big data repository or an exchange of CSV 
files, as SamKnows does with some ISPs. 
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10 SUMMARY OF STANDARDISATION STATUS 
In this section we provide a brief summary of the status of our standardisation efforts. We have been 
working primarily at the IETF, in the LMAP and IPPM working groups, and also at the Broadband 
Forum, in the End to End Architecture working group.  

 

Title Status (October 2014) Leone involvement Reference 

Large-Scale Broadband 
Measurement Use 
Cases 

Completed IETF last 
call 

Lead co-authors IETF, draft-ietf-lmap-
use-cases 

A framework for large-
scale measurements 

Completed WG last 
calls. Now under Area 
Director review 

Lead co-authors and 
editor 

IETF, draft-ietf-lmap-
framework 

Information Model for 
Large-Scale 
Measurement 
Platforms (LMAP) 

WG document with 
solid support. Detailed 
review by WG in 
progress 

All authors are from 
Leone 

IETF, draft-ietf-lmap-
information-model 

A Reference Path and 
Measurement Points 
for Large-Scale 
Measurement of 
Broadband 
Performance 

Completed all approval 
stages. With RFC 
Editor. 

Leone co-authors IETF, draft-ietf-ippm-
lmap-path 

Registry for 
Performance Metrics 

WG document, under 
review 

Lead co-authors and 
editor 

IETF, draft-ietf-ippm-
metric-registry 

Initial Performance 
Metric Registry Entries 

Not yet a WG 
document 

Leone co-authors IETF, draft-mornuley-
ippm-initial-registry 

Large MeAsurement 
Platform Protocol 

Not yet a WG 
document 

All authors are from 
Leone 

IETF, draft-bagnulo-
lmap-http 

Broadband Access 
Service Attributes and 
Performance Metrics 

Completed Straw 
Ballot review 

Many contributions 
from Leone Broadband 
Forum members 

Broadband Forum, 
Working Text WT-304 

 

Further details of the IETF documents can be found at http://tools.ietf.org/html/ and adding the name 
of the draft given in the table above.  
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11 CONCLUSIONS  
At the start of this document we identified two missing innovations that are essential to improving user 
experience in today's highly distributed and meshed applications. The first was a focus on quality of 
experience (QoE), rather than quality of service measurements. The second was a standardised 
architecture to support large-scale measurements. 

Our QoE goal has been satisfied through an in-depth study of both web browsing and video streaming 
services. We have explored what factors affect them, and have developed new QoE metrics to capture 
their performance, and finally related them to our QoS metrics. 

We have identified the key factors affecting web browsing QoE as DNS resolution, and latency and 
packet losses to the origin web servers. We have developed a web browsing performance test to 
measure these factors, as well as the page loading time. We have identified that perceived page load 
time is the key metric reflecting web browsing QoE. Work continues on this test to fully implement 
the renderer which will assess the perceived page load time using the same network conditions 
observed (and captured) by the test. By using a common web browser to perform the rendering 
function, this test will provide a very accurate representation of perceived page loading time on a 
user's connection. 

For video streaming we have identified throughput and packet losses as the main factors that affect 
video QoE. Moreover, we have identified three main metrics that we believe are indicative of video 
QoE: stall events, start-up delay, and the maximum bitrate that can be streamed without stalling. We 
have implemented a test that measures these metrics and others for popular YouTube videos. The test 
has been fully implemented and is now deployed across a large number of SamKnows probes. 

To close the feedback loop, we have connected the network level metrics developed in Leone (as well 
as some existing SamKnows metrics) to the QoE tests discussed above. The intensive operational 
nature of these QoE tests make them unsuitable for extremely large scale deployments, so having the 
ability to estimate user QoE from our QoS metrics (which are far more scalable) is critical. Work 
continues to assess their relationship, which will be reported in later deliverables.  

We have finalised our overall architecture for supporting large-scale measurements. The architecture 
itself contains four main functional components: Measurement Agents and Measurement Peers which 
jointly generate test traffic and measure some metric of interest associated with its transfer (such as 
‘time to transfer a test file’ or ‘UDP packet loss’); a Controller which manages the Measurement 
Agents (MAs); and a Collector to gather the measurement results from the MAs.  

We have developed an informational model, which guides the high level interaction between 
components in the architecture. This is an abstract, protocol-neutral definition of the information 
transferred between those components. We hope that such an information model could become the 
single universally-accepted standard, as this would allow some degree of interoperability between 
instantiations in different protocols, for instance perhaps one based on HTTP and another on the 
Broadband Forum protocol TR-069. 

We have studied a number of options for the control and report protocol, focusing on the 
communications between the MA and controller, and the MA and collector. Our preferred route is 
based on HTTP with information encoded in JSON. The approach is motivated by their wide 
deployment and developer familiarity. We have developed a detailed HTTP control and report 
protocol draft, as well as a proof-of-concept /early stage implementation. 
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Our registry for well-defined performance metrics at the IETF helps remove ambiguity about a 
measurement's definition when referring to it. Moreover, this also helps comparability between 
different implementations. Our work on the reference path operates in a similar vein, providing 
common terminology when referring to parts of the network path. 

Our work on the subscriber parameter database reached a conclusion, with a decision not to 
standardise this component. Whilst the ability to embellish measurement data with topological 
information and other metadata is an important piece of the architecture, it will likely rely on wildly 
different systems depending on the ISP involved. This reason, coupled with the fact that such a service 
would be completely internal to an ISP anyway, led to our decision not to pursue standardisation for 
this component. 

Much of our architecture work is in various stages of submission to the IETF and Broadband Forum 
standards bodies and is progressing well. Future architecture and standards work will focus on further 
progressing these drafts, resolving minor issues that are identified and reaching consensus with others. 

Future work on the QoE metrics will focus on completing the implementation of the web performance 
test, as well as validating the results in real world deployments.    
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