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ABSTRACT

This document presents a proposed architecturéafge-scale measurements to enhance network
management. The architecture has been developtr lhyeone collaborative research project.

The key challenges identified include scaling, a&s emvisage a measurement agent in every home
gateway and edge device, and flexibility that allavew tests to be added and the management system
to readily adjust the schedule of tests.

After several internal iterations, the architectisr@ow in its final form. Validation activities ¢fuded
internal implementation and testing of various comgnts, trials and discussions with external people
for example in standards bodies. Indeed, standsdroiis was a key activity, not only for creating
awareness and achieving endorsement from our gagrglso so that the measurement capability is
more pervasive and manageable and the performaeticsrare directly comparable.

This report updates Deliverable 1.1, the initialohe architecture. It includes progress on the
framework, information model, data model and protscas well as adding a new section about
quality of experience for video (YouTube) and foebwbrowsing. Validation of this QoE modelling
work continues and will be reported in later delaldes.

The intended readership for this report is quiteegal — other network management researchers,
protocol designers, network management architests engineers. Feedback is very welcome —
indeed, it forms an important part of validatingttthe architecture is reasonable.
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EXECUTIVE SUMMARY

Measurements can help a network operator undergt@nguality experienced by its customers. They
allow more effective capacity planning and netwddsign. They help to identify problems in the
network and with equipment or suppliers, and tdaigowhether the issue is in the shared part of the
network, unigue to a single user line, in the horatvork or a problem with the over-the-top service.

Although there are many measurements of the Intéoday, they have been developed, deployed and
operate independently, so measurement resultsaagetdn compare and systems are hard to scale and
integrate into existing network management. We elveli that our architecture for large-scale
measurements will enable a more comparable, pes/asid manageable measurement capability so
that network management becomes more powerful anesive.

By ‘architecture’ we refer principally to the basftnctional components required to make
measurements of the network, how to control thosasmrements and how to collect the results for
use by network management systems. The main funrsciice: Measurement Agents and Measurement
Peers which jointly generate test traffic and meassome metric of interest associated with its
transfer (such as ‘time to transfer a test file’ ‘packet loss’); a Controller which instructs the
Measurement Agents about what tests are to be diw® and how to report the results; and a
Collector which gather the measurement results ffmrMeasurement Agents.

The critical interfaces are between the Controlled Measurement Agent, and the Measurement
Agent and Collector. We have proposed a numberaibpols for implementing these interfaces, and
have focussed our efforts on an HTTP-based one thighinformation encoded in JSON. The
approach is motivated by their wide deploymentoider to reach agreement about what information
needs to be transferred over the protocol, we rase developed an abstract, protocol-neutral
definition of the information. Furthermore, we hadefined a registry of common performance
metrics to help remove ambiguity and increase coalglity when working with multiple
implementations.

Standardisation is a key focus of our activity d@andards would enable comparability of

measurements made of the same metric at diffdraastand places, and would allow the operator of
a measurement system to buy the various compoffiemis different vendors. We have submitted

drafts of these standards to the IETF's LMAP waogkgroup, which we led the creation of, and the
Broadband Forum (BBF). Many of these drafts haventd@rough multiple revisions, have received
much discussion, and are in the latter stageseogpithcess.

Another key area we identified as requiring frestovation was in ‘Quality of Experience’ measures.
Our work has explored QoE in web browsing and visteeaming in great depth, identifying the key
factors that work together to form a user’'s QoE. hslge designed and implemented new tests which
progress measurements in web and video streamifgo@gond the state of the art. Our tests measure
real content from YouTube and the most popular webwn the Internet. We have mapped our
findings back to the other metrics we have devaldpehe project and demonstrate how these can be
used to estimate a user’s QoE.

Future work for the remainder of the project wilttis on progressing the standardisation work in the
IETF and Broadband Forum, as well as further digsaton of our QoE work. There is strong
interest in the newly developed QOE tests and weexto see wide adoption of these in the near
future.
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1 INTRODUCTION

This document presents the final Leone architediur@etwork management, with a particular focus
on supporting large-scale measurements that camieglvork management.

Future network management needs to focus on impgothie end user’'s experience in a world of
highly distributed and meshed applications. Comgpangth today, two innovations seem to be

required: a focus on the ‘Quality of Experiencethe performance and functionality experienced by
end users — and a standardised architecture tcodughie operation of large-scale measurements,
permitting the integration of multi-dimensional anfhation — measurements, control plane
information and so on.

We believe that the right way of addressing thet fioint is to make measurements from probes at or
near the end user, for example embedded in honesvggs, since end-to-end measurements are the
best way of gaining insight into the user’s serviBeobing to different test points in the network
should also be able to help network managemenemgsisolate where a problem is in the network
and design network upgrades more effectively. Megeowith modern day network traffic being
concentrated on just a few very large content jpieng, performance bottlenecks are increasingly
being seen beyond the ‘last mile’, deeper in thevakk. The ability to isolate the portion of the
network that is causing degradation in user expedeis critical for the operation of a successful
network.

In Section 2 we present our approach for measuhaduality of Experience (QoE) of the Internet’s
two most dominant applications — video streaming)aeb browsing. We identify the key factors that
affect the QoE of both applications and presentroeirics that capture them. In our video streaming
test we carry out measurements on YouTube trafiising popular videos for measurement, and
report a variety of QoE metrics including videorstp time and the quality that can be sustained
without stalls. In our web browsing test we carmyt measurements to the Internet’'s most popular
websites and measure key QoE metrics, includingptireeived page load time. Crucially, both of
these QOE tests are carried out against real doptemiders from real end users’ connections, thus
ensuring that we are using the same path that dwusgr would take to access the same content. We
then map our other Leone metrics onto these apiglitea using the key factors identified earlier.

Although there are many “measurements” of the ih@etoday, they have been developed, deployed
and operate independently, so measurement reseltsaad to compare and systems are hard to scale
and integrate into existing network management. Wgbeve that an architecture for large-scale
measurements enables a more cohesive approactar@ytécture’ we refer principally to the basic
functional components required to make measuremehtthe network, how to control those
measurements and how to collect the results fobysetwork management systems.

Sections 3 through 9 of this document present #enk architecture, which is best summarised by
Figure 1 below.

© Leone, 2012-2015 Page 10 of 57 Deliverable D 1.2
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Figure 1: Leone architecture for large-scale meas@ments

The Leone framework has four basic components: Measent Agents, Measurement Peers,
Controllers and Collectors.

Measurement Agents (MAs) perform active measuresnémt conjunction with other MAs or
Measurement Peers (MPs), by generating test trafftc measuring some metric associated with its
transfer over the path. Section 2 discusses the t&s have developed, in particular for measuring
YouTube and web browsing traffic. A MA can also fpemn passive measurements, in which case
only a single MA is required. The architecture doeslimit what form the MA can take.

A Controller manages Measurement Agents. It inssrédAs about what Measurement Tasks to
perform, when they should execute, with which patems and against which MPs (or MAs). A
Controller can also initiate one-off tests, as veallregular ones. It also instructs MAs about wihen

should report its Measurement Results and where to.

A Collector accepts a Measurement Report from MAh thheir Measurement Results.

Section 4 describes these main components andiipdesnental ones at the bottom of the diagram in
more depth.

We followed a two-stage process to design the ©@betrMA and MA-Collector interfaces: an
Information Model, which is an abstract, protocelitral definition of the information to be
transferred to and from the MA; and a Data Moddhjolv encodes the information model into a
specific structured format that can then be excldngsing a particular transport protocol. These are
detailed extensively in Sections 5 and 6.

© Leone, 2012-2015 Page 11 of 57 Deliverable D 1.2
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Sections 7, 8 and 9 detail a registry for perforogarmetrics (to help ensure that multiple
implementations are measuring the same thing)fexemce path definition (designed to help with
removing ambiguity when talking about various psimt the network path) and the subscriber
parameter database.

It is also important that an architecture is clebout the high-level goals — the things it is tgyto
enable — and the simplifications it is preparedateept. These impose constraints on the technical
solutions and provide a rationale for choices betwaifferent options. We reiterate the goals arel us
cases in Section 3.

The report details all of the key findings of ouork. Our standardisation progress is summarised in
Section 10.

We believe that our architecture will enable a ma@mparable, pervasive and manageable
measurement capability so that network managenesdrbes more powerful and cohesive.

© Leone, 2012-2015 Page 12 of 57 Deliverable D 1.2
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2 QUALITY OF EXPERIENCE AND METRICS

ITU-T defines QOE as “The overall acceptability ah application or service, as perceived
subjectively by the end- user.” [G100]. With thisfidition in mind, ITU-T Recommendation G.1030
defines a framework for assessing end-to-end quafitexperience of applications on IP networks.
The assessment is divided into three parts: netvegilication, and user. The network part describes
network performance in terms of IP packet delivémym factors at the physical layer to the network
layer:

Network performance metrics include bandwidth, pad#ss, latency, and jitter.

The application part describes the performancenhefapplication running on top of the IP
network in terms of transport layer protocol, apgiion protocol, and the supporting device
that acts as the termination point of the applacaprotocol, e.g. VolP phone or web browser.

The user part describes how the performance ofpalication is perceived by a user. This
includes factors such as the task being perforemutext, and expectations.

2.1 Web browsing

2.1.1 Modeling QoE

Reichl [PR10] studied the relationship between peptiysics and QoE by evaluating the applicability
of the Weber-Fechner Law (WFL) for QoE modellingzcarding to WFL, human perception often
depends logarithmically on the magnitude of a ptatsstimulus. Reichl evaluated prior research in
VolIP performance with respect to WFL and conduaeadexperiment involving downloads of web
pages and files. The results showed that QoE fmevand data applications can be modelled using
WEFL, but that the perception of quality dependdrencontent type.

ITU Recommendation G.1030 [G1030] presents a Welk @odel based on WFL. The model was
developed by evaluating the end-to-end QoE of lsiweb search task which consisted of opening a
search page and performing a search. The sessienofi the task was used as a measure of network
and application performance, and was divided imtor fcomponents (T1 - T4) shown in Figure
2Error! Reference source not found. Users performed the search task and were subjdote
different session times. Afterwards they ratedrtlesiperience using the Absolute Category Rating
(ACR) scale (1: bad to 5: excellent). Differemhéi scales for the session time were used, repnegent
slow, medium, and fast networks. The Mean Opinioor§ (MOS) value was calculated for each
variation of session time. The results of the expent confirmed a logarithmic relationship between
the session time and MOS value. Furthermore, thedponent of the session time, i.e., the time
passing between the first visible response anddhgpletion of the data download, was determined to
have the largest impact on the MOS value.

© Leone, 2012-2015 Page 13 of 57 Deliverable D 1.2
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Figure 2: Events during search task

The G.1030 model was validated by Ibarrola [EBOSihg updated time scales for the session time
reflecting the advances in network technology. Hxperiment was changed such that network
performance first improved and then deterioratdus Bllowed the expectations of the subjects to be
evaluated under changing network conditions. Th& Qmdel was successfully validated with the

new time scales and it was concluded that it isss&ary to update these over time. Additionally, it
was observed that the previous network contextedfine perception of users.

The effect of prior experiences was explored by dfdd [TH11]. The experiment described in
G.1030 was adjusted to assess the effect of teingpnamics and user memory. Instead of the two
page downloads, users downloaded just one web gagaining a randomly selected image. A key
difference was that users went through predefirmpiasnces of increasing or decreasing page load
times, as opposed to randomized page load timé&sli630 and Ibarrola’s sequential page load times.
The test results showed a strong relationship letyage load time and MOS value when prior MOS
ratings were considered. The model showed thateésghe current page load time, the MOS rating
depends on the rating of the previous experience.

It is generally accepted that page load time (PkThe most important influence factor of Web QoE
[SE12]. Perceived PLT is measured as rendering titmereas network PLT is measured as time to
download all page elements. The existing Web QoHleisoare based on experiments involving
simple webpages where all content fits within thewser window (no scrolling needed). These pages
have virtually the same perceived PLT and netwdrk.FOn modern webpages content may still be
loading after the above-the-fold portion of a walgphas been rendered. If this is where the confent
interest to the user is located, then the logaiithneglationship between network PLT and MOS score
will be broken. The solution to this problem isreasure perceived PLT as the load time of the
visible portion of a page or even a specific parthe page of interest to the user. How we intend t
accomplish this is covered in the “Webtest and it&tiSection 2.1.3.

2.1.2 Technical components affecting QoE

In this section we discuss factors influencing eménd Web QoE and challenges of evaluating user-
perceived performance of webpages. To our knowledggting academic research on Web QoE is
limited However, as the web has become a majofgphatfor networked applications, companies such
as Google have optimised protocols and systeméfd¢o the best possible user experience for users,
because the web browsing experience impacts &anues.
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In web browsing the main aspect affecting user ggpee is waiting time which can mainly be
attributed to latency: the delay from making a esjwntil the requested information is delivered an
presented to the user. Figure 3 shows the mostrtanidactors affecting end-to-end web QoE and the
technical components they consist of. In the folfmsections we briefly describe these QoE factors.

Web QoE

Expectations and
Memory

DNS Resolution

| HTML parsing | |CDN redirection

Persistent

| X | Latency | | Packet loss | | Wired |
connections

1 t 1 i
Webe[—aF\:ch ner | Caching | | Caching | | Caching | | Timeouts |
1 i

Congestion control

Javascript Pipelinin,
execution i ¢

Figure 3: Web QoE factors

Web browsing

A webpage consists of a root document containinlylHEyntax defining the structure and content of
the page. The root document is the first file daadled when downloading a webpage and this file
specifies additional elements needed to rendep#ge. These elements are typically images, style
sheets (CSS) for the layout, Javascript, and ptufpn e.g. video playback. The HTML parser of a
web browser detects these elements in the rootngdectuand adds them to the download queue. The
location of elements within the HTML syntax affettee download queueing and thereby also the
rendering process. For instance, Javascript fileskbthe parsing process when encountered and
thereby prevent the HTML parser from finding morge elements. Nowadays, Javascript plays a
significant role in the rendering of webpages asteat is often loaded dynamically by scripts. This
means that by the time the page reports “downlaedpteted”, the actual content of a page may not
yet be ready. When designing webpages for perfocméns worth taking into consideration how web
browsers work. The number of simultaneous TCP cochiomes is limited per domain and it may
therefore be worth the cost of additional DNS Igukuo use multiple domain names even if they
point to the same server. Websites can also omithisir page load time by using proper caching
headers in HTTP responses for static content. Towder is allowed to cache HTTP responses for a
specified amount of time and this can significandgluce page load time depending on the website.

DNS resolution

© Leone, 2012-2015 Page 15 of 57 Deliverable D 1.2
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Resolving a domain name into an IP address is lystina first step of a web page download. Since no
TCP connection can be established without a destm# address, the delay in this step is impdrtan
as it blocks connection establishment. The numlieDNS lookups required in order to load a
webpage depends on the number of distinct domaimesaised to host content. However, generally
caching of DNS information substantially reducesiamber of lookups performed.

The Domain Name System (DNS) [19, 20] is a hieraathdistributed database optimised for
scalability. Authoritative name servers control tlenain records, and the number of queries to these
servers is reduced through caching and delegafisnledomains to additional DNS servers. Domain
names can be resolved iteratively or recursivepically using a DNS cache. lterative resolution
queries the name servers responsible for the diffgparts of a domain name, starting with a root
server in the DNS hierarchy. This method is theveki but guarantees that the most recent domain
record is obtained. DNS caches are implementednmehgateways, by ISP networks, or by third-party
providers, and leverage the queries of multiplersuse provide faster lookup times. A DNS cache
performs iterative resolution of behalf of its sand stores the query responses such that thgse ma
be used to answer subsequent queries from othes. use

Studies have shown that the proximity of a DNS eduds the most significant impact on lookup time
because latency is the largest component of DNSutien time [BA11]. Third-party services such as

Google Public DNS and OpenDNS seek to compete \8Ehresolvers by providing better caching

through their larger user base. The choice of DBiéhe has also been shown to affect optimality of
CDN server selections. DNS caches mask the orifjia query and thereby break the mapping
between client location (source IP address) antmaptCDN server. A solution to this problem has

already been deployed by some DNS resolution ss\Ji012].

HTTP and TCP

Communication latency, and especially unexpecteldydecan be a significant source of user
dissatisfaction. The communication latency can hbyidpe divided into the connection initialization
time, and the feedback latency during the data anxgh, which is strongly influenced by the TCP
congestion control algorithms. Because of transpiantocol dynamics, individual packet losses in the
network can cause a delay noticeable to the useecént paper does an extensive categorization of
different sources of transport protocol delays 1B}i

At connection initialisation, TCP performs a thsgay handshake during which no data is transmitted.
After connection initialisation, TCP startsstow start and gradually increases its congestion window
with each round-trip time. Becausestdw starf even small amounts of data can take multiple deun
trips to transmit. Therefore, optimizations haverberoposed to enhance the connection performance
during the beginning of a connection. TCP Fast Gpenmechanism which under certain conditions
allows sending data already with the initial SYN®ent that is used to start the three-way handshake
This can be used e.g. for HTTP requests in welidrg@CC+11]. Also the increase of TCP’s initial
congestion window has been proposed, to speedeugidiv start, and to reduce the amount of round-
trips needed to transmit data [CDCM13], [DRC+10].

Another common source for unexpected delays is gialdsses in data transmission. Particularly
harmful are so-calledail lossesthat cannot be recovered using TCP’s normal fasbwery
mechanisms. Instead, they cause a timeout thatauzse a relatively long pause in TCP transmission.
Recently algorithms for speeding up the recoveh@se cases have been proposed.

© Leone, 2012-2015 Page 16 of 57 Deliverable D 1.2



. : Leone L
= ’ Final Architecture £

SEVENTH FRAMEWORK * ok
PROGRAMME

Qe

leone

Google analysed TCP traffic in their productionwmk and found that about 10% of connections
experienced at least one packet loss, and thatadbised transfer time to increase fivefold compéwed
lossless flows. Additionally, it was observed that35% of the flows with packet loss, the loss
consisted of a single packet in the tail of a bugsen though the above mentioned problems and thei
mitigations can have a dramatic effect on TCP perémce on the packet trace level, an interesting
question is, to what extent these events are eisbluser, and how they affect the user experiance
web transfers, i.e., how much they slow down tlseiad rendering of the web pages.

Performance enhancements have also been made &iiIrffe protocol on top of TCP. The SPDY
enhancement [TJA12] introduces a stream abstra¢han allows prioritization between different
flows needed to build a web page, for example @ giriority to flows that are most visible to the
user. SPDY has also a number of other enhancemiensl at reducing the web latency, and it is used
as a starting point for designing the HTTP/2.0 d&ad.

IP and lower layers

The wireless and wired link layer protocols havéfedent properties affecting performance and
consequently the user experience. These can \gmfisantly between different link technologiesy fo
example regarding whether local retransmissionsirangse and how persistent they are. Recently,
buffering at intermediate routers has been obsetwdik a point of performance degradation. Some
devices apply excessive buffers in order to aveickpt losses, but this adds significant queuingydel

to data transfer. Improved scheduling and queueagement algorithms have been proposed as a
solution.

2.1.3 Web test and metrics

Perceived page load time (PLT) is the key QoE mdtni Web pages and differs from network PLT
on modern webpages where some content may be Iieéofeld or loaded asynchronously.

We used network level measurements of webpage dadslon SamKnows whiteboxes to recreate
the rendering of a webpage as it would have beerrnced by an actual user. The Webperf test
downloads all elements needed to render a webpagecaptures transfer characteristics for each
download. This data was then used to accuratelpyapebpage downloads on a testbed and use a
web browser to determine the rendering time of vagleg. Moving from network PLT measurements
to actual rendering time measurements is a sigmfietmprovement in QoE evaluation. Subjective
testing is needed in order to update existing Wek @odels, but this is outside the scope of this
project.
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Figure 4 shows the five key elements in the archite necessary to determine the perceived PLT of a
webpage from the perspective of a SamKnows prabtihd first step, the parsing server extracts page
elements of a measurement target and supplies eldists to probes. It is not possible to perfomst

on probes due to memory limitations, so we inst#féfldad this task onto a server. In the second,step
the probe executes the web test developed in tbad project and records detailed DNS and HTTP
metrics for each download. Files are downloadegbamallel, mimicking the behaviour of a web
browser. In the third step, the probe transfers ieasurements results to the data collection
infrastructure of SamKnows. In addition to the meleal metrics, it is also necessary to store thaahct
downloaded content as this will be used in theaygpkocess. For scalability reasons, the file auste
are downloaded and stored by the parsing serverdiace the network load generated by probes. In
the fourth and final step, a web browser is usedetermine the perceived load time of the measured
webpage as it would have been seen by a user asathe connection. The DNS and HTTP replay
server reads the measurement results generatdtelhwyeb test. The replay server runs on the same
machine as the web browser such that the timingr edf replay is minimized. DNS and HTTP
requests on the machine are redirected to theyreggaver, which introduces delays and throttles
response transmission according to the measuren@guits of the SamKnows probe. The exact URL
of the measurement is opened in a web browsertengdrceived page load time is determined either
using the performance monitoring API of the browserby analysing a screen-capture.

Web browser

}

Parsing server 4. Download webpage and
determine perceived page load time.

1. Receive list of page elements DNS and HTTP
replay server

2. Download webpage
and record metrics 3. Submitresults

-

SamKnows probe Measurement data store

Figure 4: Determining perceived page load time
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In addition to determining perceived PLT, it wascided to also measure the QoS factors that
ultimately impact the rendering time. Along withetldata needed to replay webpages, aggregated
performance metrics are also collected for eactpagdé download

Number of unencrypted file transfers (HTTP)
Number of encrypted file transfers (HTTPS)
Number of HTTP redirects

Number of successful and failed DNS lookups
Average and median

DNS lookup time of successful and failed lookups

Number of queries sent for successful and faile#ups
Number of successful HTTP and HTTPS downloads
Number of downloads cancelled due to DNS failure

Average and median (successful downloads only)
TCP connect time
SSL handshake time (HTTPS only)
Download time of HTTP and HTTPS elements
Download size of HTTP and HTTPS elements
Time to first header byte

Time to first content byte
Network page load time of 50%, 80%, 95%, and 100%ements.

Implementation status

In summary, all aspects are implemented exceptahdering server, and so we measure (amongst
other things) the network page load time (PLT)rmityet the perceived PLT.

At this stage the Web test has been implementediaptbyed on SamKnows probes. SamKnows is
currently collecting the aggregated performancericeeind once the tools for determining perceived
PLT reach a prototype stage, the additional datmles for the PLT test will also be recorded. The
perceived PLT test is currently a proof of concaptd we expect to have a working prototype before

the completion of this project.
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2.2 Internet video streaming

HTTP Adaptive Streaming (HAS) has become the dwfatandard in Internet video streaming. Both
YouTube and Netflix rely on some form of HAS foarsporting their video streams. Leone’s video
streaming tests use the YouTube service for meggwideo performance due to its popularity and
ease of access. YouTube was the largest singleesairReal-time Entertainment traffic for both
mobile and fixed access networks and the largastribator of Internet traffic in the world in 2013
according to Sandvine Global Internet PhenomenaoRelH 2014. The perceived quality of the
service to the end user can have a high impadi@overall QoE for broadband users. The service has
unpaid and unregistered access, which facilitategrining active measurements through the probes.

2.2.1 Modeling QoE for Video

Video QoE models are divided into three types basethe level of information about the original
stream required to compute them: Full Reference,(Reduced Reference (RR) and No Reference
(NR). FR models require both the original and #suitant streams for computation and can do pixel-
by-pixel comparisons, whereas RR models need oalligh feature information about the original
stream. NR models compute QOE metrics only from rémuiltant streams. The most widely used
objective QOE metric is the Peak Signal to NoiseiRgPSNR), which uses FR for quality
computation. An enhanced algorithm for computingN\RSs standardized in ITU-T Recommendation
J.340. Other standardized objective metrics inclideo Quality Metric (VQM)[PWO04] and
VQuadHD. VQuadHD measures video quality for Highfibigon (HD) Television and is part of the
ITU-T Recommendation J.341 released in 2011. [Eurtjuality metrics have been explored in
research (such as teructural similarity indeWBSSO04]), but those aren’t standardized.

A further categorization of Video QoE models by ITdJbased on the operating layer of the models;
media-layer, parametric packet-layer, parametrianping, bit stream layer, and hybrid models
[DHO08]. Media layer models are based on signal yaimland require no prior knowledge of the
coding and transmission systems. Parametric pdagket-models provide lightweight measurements
that only use the packet header information, howewes limits their capability in evaluating QoE
dependence on media content. Parametric plannirdelsagely on quality planning parameters of
networks and terminals. Bit-stream layer modeldizetiboth packet-layer parameters as well as
encoded bit stream information and are lightweigiadels with some level of content-dependent
quality evaluation characteristics as well. Lasklybrid models are a combination of two or more of
these models. Both bit-stream layer and parametitket-layer models are suitable for customer
experience evaluations at the end-point. Accesthdooriginal stream in case of Internet video is
limited and, furthermore, a higher precision in Qainputations in FR and RR models comes at the
cost of intensive computations. Hence, NR modeds &ine based on post-transmission measurements
are more appropriate.
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The Video Quality Experts Group (VQEG) conductsleation studies for objective QOE models by
validating their performance against subjective M@$ies and release ITU recommendations based
on their findings. Their most recent experimentaleated the performance of hybrid models; models
that evaluate quality based on bit stream inforomatin combination with a FR, RR or NR model. The
streams studied during the evaluation are RTP/UR both coding and transmission impairments
for encrypted and unencrypted streams. The VQEGriHyBinal Report released in July 2014
concluded that the experiments, which covered Hi2wias well, found some hybrid models suitable
for quality assessment that will be included inthecommendations [HBP].

HTTP streaming is inherently more robust to spatisiortions than RTP/UDP, as it can recover from
lost and delayed packets owing to packet reordeaimdjretransmission of the underlying TCP layer.
Current ITU recommendations do not include a mdaleperceived quality for HTTP-streamed High
Definition video content over the Internet.

2.2.2 Technical components affecting QoE

In this section we discuss various factors thatehbeen shown to impact QoE for Internet video
through various studies. Since the video QoE imibees vary greatly depending on the usage,
transport and content of video, we focus specifiaah HTTP video streaming studies. A dependency
graph showing the different factors that influeacedeo stream at different layers is shown in Fegu
5. The different metrics that are measured diremtlindirectly are highlighted. A detailed desciopt

of some metrics and their contribution to QoE fako

Temporal factors —1 Not measured

— Measured

Stall events = Indirectly measured
Video QoE

Start-up Delay

User -
Application

Spatial factors Caching Throughput Packet Loss Wired/Wireless
A A A
Rendering
Pipelining Timeouts Routing
Bit rate LY
Selection/ Congestion
Adaptation Control
A
Delay

Figure 5: Video QoE factors
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2.2.2.1 Stall Events

Insufficient TCP throughput can result in premateneptying of play out buffers resulting in video
stalls also known as re-buffering events. Accordiagresearch, stalls are the leading cause of a
degraded QOE in Internet video streaming. A crowdr@ng study on QoS/QoE correlation for
YouTube concluded that the number and durationtalfirsy events were primary influencers for
lower QOE, whereas factors like age, content anel lef Internet usage are of little or no conseqaen
[TH11]. A later study that also took into accouittrate variations, which are seen in HTTP Adaptive
Streaming, also concluded that even a single ctakes the QoE to drop significantly [KDS12]. Other
tools have been developed to measure stall eventgliwators of YouTube user experience including
Pytomo, a Python-based tool that runs active measemts for YouTube and reports the number and
duration of stalls for FLV videos [PJ11], and Yoo8| a web-browser plugin that records stall events
passively to report the performance of YouTube esdgiN14].

2222 Startup Delay

A second metric that affects QoE is the time ietafor the video to begin playing from the firstk)
known as start-up delay. A study of traces from Akds streaming network shows a causal
relationship between start-up delay and user albanednt rates using Quasi-Experimental Design
(QED)[KS13]. The study shows that an increase afetond in the start-up delay can increase
abandonment rates by up to 5.8%.

2.2.2.3 Bit rate variation

HAS servers store representations of a video emtatdifferent bit rates, allowing clients to che@s

bit rate suitable for the available network cormi. Each representation is divided into chunks of
known duration, allowing switching between differeepresentations during play out. Client side
adaptation algorithms are responsible for seledtiegbit rate. However, these adaptation algorithms
are client specific and often proprietary. Reseatubws that variation in bit rate can deterioratdEQ
as well but users are less sensitive to such i@mgin comparison to stall events and hence augpti
to a lower bit rate in order to prevent re-buffgria more desirable [TH11].

2224 Network level metrics

All of the above metrics are manifestations of r@knMevel impairments. While the application level
metrics provide a clearer and closer relationsbi®oE of users, network level QoS parameters are
paramount in diagnosing cause and troubleshootimgplgms. Video streaming applications,
especially Video on Demand (VoD) such as YouTulam, tolerate low levels of latency, packet loss
and jitter due to client-side buffering. Higherdiaty can cause increased start-up delay, which can
deteriorate user experience. Both stall eventskdgindhte variations by adaptation algorithms can be
caused by low throughput values. Video streams llyswaquire longer and stable throughput
conditions and QoE may be adversely affected byatians in throughput even if the average
throughput over the entire session is adequateh kigels of packet loss can lower throughput and
hence also have a detrimental effect on video QoE.
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2.2.3 YouTube test and Metrics

Leone’s YouTube test downloads and mimics playotitYouTube videos. It measures TCP
connection establishment times, achievable throuiyhgtart-up delay and number of stall events as
indicators of performance when streaming a YouTwitleo. The test takes a YouTube URL as input,
and scrapes the fetched HTML page to extract #teofi container formats, available resolutions and
URL locations of media servers hosting the streahime test then locally resolves Domain Name
System (DNS) names and establishes two concurr€hPHsessions to fetch audio and video streams
in the desired format and resolution. The cliersueas temporal synchronization between the streams,
which means that playout only occurs if both awahd video frames have arrived.

The YouTube test measures application-level methas have been found to be not only strongly

correlated to QoE but have been shown to have keelationship to user behaviour [KS13]. The test

is computationally lightweight making it scalabladasuitable for large-scale active measurements.
Test videos are selected using locally popularogdes indicated by YouTube's mostPopular lists and
fresh list of videos are fetched daily.

Referring again to Figure 5, some of the netwovkellenetrics that are measured indirectly include: 1
Delay (at transport or lower layers) is measuredaats of TCP connection establishment time (Round
Trip Time) to the media servers and its effects also captured as part of the start-up delay
measurements. 2) Effects of packet losses at Itayers or due to TCP-level congestion as well as
the congestion control algorithm are captured eully through TCP throughput measurements.
However, throughput measurements alone are incsineluand low values may be caused by a
number of reasons. Other Leone metrics can serd@agmose the problem further. 3) traceroute tests
to YouTube media servers are conducted to bettderstand the routing involved during video
delivery.

2.2.3.1 Metrics: Bitrate reliably streamed and Start-up @gel

YouTube videos are available as Dynamic Adaptived®hing over HTTP (DASH), a flavour of
HAS. Leone’s YouTube test does not adapt to thrpuglthanges dynamically. Instead, it always
starts with the highest available bit rate thabiser than the throughput measured in the lastdpee
test conducted by the probe. If it experiencesbatent, then it restarts the media download ftbhen
beginning with the next highest bit rate availaldesimilar process continues until it is able toado
stall-free download. If stalls are seen even fer [dwest bit rate available, the test continuesttier
entire duration, measuring all stall events. That tfes not include an adaptation algorithm because
these algorithms vary across different HAS clierdse constantly evolving and are usually
proprietary. The test, instead, aims to capturehighest resolution or bit rate that can be strehme
without any re-buffering events.

Leone uses the metric, Bitrate Reliably Streamefindd as the maximal bitrate YouTube video that
can be downloaded by a probe with no re-bufferingtall events. Although the value of the metric

depends on the selected YouTube video, using tine sat of popular video based on regional charts,
allows comparison across different probes and sulesely across ISPs in the same region. Failed
tests report a value of 0.

Please note that the test does not download abttier objects on the YouTube page and hence any
delays may underestimate the start-up delay astime
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The test also measures the start-up delay — the lizfore the video would start playing, or the pre-
buffering duration.

Implementation status

The YouTube test has already been implemented aeplbykd across SamKnows probes since July
2014. Some minor revisions to the test are expebteskd on insights gathered from the trial,
however, the current test implementation alreadgtmall major design requirements. Analysis of the
results is on-going; most recently the results wesed for drawing comparisons between YouTube
performance over IPv4 and IPv6 for the dual-stagketies in the Leone trial.

2.3 QoE Metrics vs. Other Leone Metrics

The previous two sections have discussed the congplplication layer metrics developed for two of

today’s key applicationsveb browsingandvideo streaming These represent the application layer
metrics described in deliverable D2.1, refined aditg to QOE research insights and experience
obtained with the prototype versions of the tests.

These metrics are in contrast to the network asasport layer metrics also described in D2.1. The
main differences are the following:

For the web metrics, the computational complexgtysubstantially larger and background
infrastructure support is required. While this w@bE metric offers insights into the actual
web performance, it is less scalable and betteteduior on-demand tests than to be
permanently run on a large number of probes.

For the video metrics, measurements need to rua fonger duration (1-3 minutes) and thus
affect the access link for longer, also putting entatal stress on it. Even though we found
that we reduce the actual load by retrieving onlfyagtion of a video from the beginning
(which is in most cases representative in termsi@dflia characteristics for the entire video),
the incurred load could interfere with other apgiion traffic. Measurements should thus not
be run too frequently and can utilize only a smalnber of videos.

Both web and video streaming QOE tests utilize essroutside the Leone infrastructure and
those servers will, in many cases, be located irusw CDN infrastructure, so that the
respective CDN interaction, server load, etc. #8e measured. This is important as it yields
the result that the user would really see (at itlhe &8 measurement is conducted). However,
this also means that the measurements are subj¢be tdynamics of DNS and CDN load
balancing mechanisms (which are in turn impactedcéutent popularity, caching due to
previous requests sent by other users or nodes, abd this limits repeatability of
measurements. The tests can also be run agaiisattsl servers in the infrastructure, but
those would then naturally only measure performaridee infrastructure (e.g., of an internal
ISP video service as Telecom ltalia offers).
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The web and video QoE tests and metrics are mytoaitelated: video streaming is usually initiated
from web sites (which need to be loaded before) iaitthting the streaming itself requires DNS
lookups and often exploits CDN infrastructure. fEfere, some of the web metrics measured will
also provide insights on the expected video perémre, especially on the start-up delay.

Both the QoE metrics collections are closely reldtethe network and transport metrics measured by
the respective Leone tests. This is also indicatddigure 3 and Figure 5 by the shaded fieldgtier
network (IP) and transport (TCP) layers:

The PNPM Pingand Traceroutetests capture the path that the packets take aldthgthe
round-trip time (RTT), which in turn influence badte start-up delay and page load times due
to the iterative DNS lookup and page retrieval peses. In addition, the RTT impact TCP
performance for which both ramp-up during slow+stand steady state data rate are dependent
on the RTT.

The TCP Connection Establishment Tirtests reflect aspects of the start-up delay due to
address resolution for both IPv4 and IPv6 and thiesssquent connection time. This is
relevant for both web and video QoE.

The MPTCP Benefitmetrics capture the potential gains when operdiiipy web and video
over Multipath TCP (MPTCP) instead of a single T€®hnection. This is particularly
relevant for video where applying the resource ipgoprinciple of MPTCP could lead to
higher or more robust streaming bit rates and tiousn improved video QoE. We are
presently exploring extending the adaptive vidaeashing tests to also support multipath
operation — but this can only be of preliminaryunatbecause, today and in the near future, we
are limited by what the respective video servee sigpports.

A number of basic tests readily available for ttm8nows platform (such as packet loss,
TCP throughput) also offer hints at the expectet wed video QoE. Obviously packet loss
impacts DNS lookup and, more importantly, TCP panfance. TCP throughput
measurements (and their variation over time) yireétghts into the expected sustainable video
bit rate and the potential for stalls (especiallyew high variation is observed).

In summary, these basic metrics offer initial itgginto where issues could arise when specific
applications will be run and the observed QoE ctddhegatively affected. Those could be used
as hints to initiate more sophisticated measuresniérthe application layer QoE tests cannot be
run continuously.

Finally, previous research has also connected Itayer parameters to infer QoE for applications
such as web and video. However, as the previaigas have shown, the number of interacting
parameters is quite large with numerous dependensie that a straightforward inference,
especially over a longer period of time, is nosfble. Moreover, the basic SamKnows and Leone
measurements are carried out — at least to soreatextagainst basic infrastructure nodes so that
conclusions on the interaction with third-party vée#s or CDNs cannot easily be drawn.
Therefore, the basic measurements may only offés hihere issues could exist (e.g., in the case
of high packet loss or low data rates) but the mts@f such hints alone does not imply that more
sophisticated application services will operate athly. Our (lower frequency) application layer
QoE measurements provide the necessary complemembite holistically assess the services
performance as visible to the end user.
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3 GOALS AND USE CASES

A network operator needs to understand the perfocsmaf their networks, the performance of the
suppliers (downstream and upstream networks), ¢hi@gmnance of services, and the impact that such
performance has on the experience of their cuswrvée have identified several motivations for an
ISP to measure performance, in summary:

Identifying, isolating and fixing problems, whicham be in the network, with the service
provider or in the end user equipment. Such probleray be at a shared point in the network
topology (e.g. a single exchange), common to a @end equipment type (e.g. line card or
home gateway) or unique to a single user line @pgper access). It would be very useful if,
when a customer reports a fault, the call cententagould trigger immediate measurement
tests and get the results whilst the customerillsostline. (A default set of measurements
could actually be already triggered when the custonalls if the phone number can be
matched to an access “line”.) This would helpdeniify intermittent faults (“the problem is
right now”) and would reduce the ISP’s burden ofdentifying a fault that impacts many
customers.

Capacity planning and network design. The ISP canitor network performance indicators
and so design and plan their network to ensureifsgbtevels of user experience. As well as
deploying more capacity, an operator could moveraice closer to end users or assess the
impact of QoS. Service Level Agreements may bendefiat network or product boundaries.
Understanding the quality experienced by custoniédrs. ISP can gain better insight into the
user’s service. The end-to-end perspective matheress home /enterprise networks, peering
points, CDNs etc.

Understanding the impact and operation of new dsviand technology. Performance
measurements would enable extensive beta testimgraw technology, product or service
before it is deployed for a live service, and adyetinderstanding of its operation and impact
on other services. It also helps to quantify theaathge of a new technology and so support
the business case for larger roll-out.

Regulators also would like a measurement capabilityorder to benchmark the performance of
different ISPs. In summary, their main motivati@ns:

Promoting competition through transparency. Regusatan publish information about the
performance of the various broadband offeringgrder to help end users make an informed
choice about ISPs’ service offers. This stimulatempetition and so pressurises ISPs to
improve their broadband service.

Promoting broadband deployment. A regulator maytwanmeasure the progress towards
strategic goals for high-speed broadband penetraticch as the “Digital agenda for Europe”.

Monitoring “net neutrality”. Some regulators, foxaenple BEREC in Europe, have policy
approaches related to net neutrality and the opimriet. A regulator can monitor departures
from application agnosticism monitor as input tgulatory evaluation.

End users want to use measurements to run diagrabstcks, for example to see if their network is
performing according to their service level agreetn@n ISP would also like to distribute a self{nel
tool that a customer could use to optimise theiméawireless network, and to help them identify
whether any problem exists with an over-the-topiserinstead of with their broadband product.
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From the above use cases we have identified seyeai#d for our work:

Standardised: in terms of the tests that theyopexfthe components, the data models and
protocols for transferring information between tleemponents. Today's systems are
proprietary in some or all of these aspects. Stalsdavould enable comparability of
measurements made of the same metric at diffemmeistand places, and would allow the
operator of a measurement system to buy the vacaomponents from different vendors.
Extensible: it should be easy to add or modifystest

Large-scale: we envisage a Measurement Agent (MA&yery home gateway and edge device
such as set-top-boxes and tablet computers. Bgististems have up to a few thousand MAs.
Diversity: a measurement system should handlerdiftetypes of Measurement Agent: from
different vendors, for wired and wireless, for IRM4IPv6, and so on.
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4 OVERALL ARCHITECTURE

It is challenging to meet the goals of the use casdlined in the previous section; a measurement
capability is needed that is pervasive, manageatdadardised and provides comparable performance
metrics. Rather than dive straight into detaileot@rol design, it is better first to consider thell
framework: a definition of the high-level elemerand their interactions, and constraints on the
detailed design.

The Leone framework has four basic componentsh@srsin Figure 6.

Measurement
Measurement test Peer (MP)
Agent (MA traffic
& ( ) or another MA
Instruction Report
Controller Collector
Initialiser Subscriber Analysis . Other
Parameter Repository .
Tools info
Database

Figure 6: Leone architecture for large-scale meas@ments

Measurement Agents (MAs) perform active measuresnémt conjunction with other MAs or
Measurement Peers (MPs), by generating test trafftt measuring some metric associated with its
transfer over the path; for example the time takemnansfer a ‘test file’. (A MP doesn't interacitiva
Controller or Collector, but by acting in its norimnale it unconsciously assists a MA. For example,
DNS or web server.) A MA can also perform passieasurements, in which case only a single MA
is required. The architecture does not limit whaihf the MA can take — it could be a dedicated piece
of hardware, a piece of software sitting on a sthdevice, or anything in between.

A Controller manages Measurement Agents. It inssridAs about what Measurement Tasks to
perform, when they should execute, with which patams and against which MPs (or MASs). For
example it may instruct a MA at a home gateway:rffue ‘download speed test’ with the MP at the
end user’s first IP point in the network; if thedemser is active then delay the test and re-tryriuta
later, with up to 3 re-tries; repeat every houxxa05”. A Controller can also initiate one-off tesas
well as regular ones. It also instructs MAs abobewit should report its Measurement Results and
where to. Section 7 considers a registry for tests.
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A Collector accepts a Measurement Report from MAtk their Measurement Results. A MA might
report its results to several Collectors.

Other components are the Initialiser, which effesd{i bootstraps the MA so that it can start to
communicate with the Controller, and the Subscribetameter Database (Section 9), which contains
information about the broadband line (such asatgracted rate and time zone) that affects thecehoi
of Measurement Task and the interpretation of tesuRs.

The Results are combined with other data, analyssdl visualised using Data Analysis Tools,
integrated with the operator's OAM tools or othard party tools.

Our framework includes various assumptions. Thesetiectively proposed constraints on the scope
of the solution, in order to make the detailed woidte tractable.

Our first constraint is that a measurement systeustiine under the direction of a single organisation
This means that one party is responsible for batia donfidentiality/privacy and the impact of tests
on users. Clear responsibility is critical, givdratt a misbehaving large-scale measurement system
could potentially harm user experience, user pyivaod network security. Our constraint also
simplifies the solution as it avoids policy decisscand coordination between measurement systems.

Secondly, each Measurement Agent is only associatigda single Controller at any point in time.
The constraint avoids different Controllers givimg/A conflicting instructions and so means that the
MA does not have to manage contention between pheilfiest (or Report) Schedules. This simplifies
the design of MAs, which is critical for a largeate infrastructure.

A MA performs Measurement Tasks according to th&ée8ale it receives from the Controller.
Similarly, reporting of the measurement resultsht® Collector(s) is defined in “reporting” or “data
transfer tasks”, at the times defined by a corredpw ‘data transfer schedule’. The MA may perform
various other sorts of Tasks (again at the timdmel® by a schedule), such as ‘data analysis tasks’
(which process measurement data locally), ‘cortasks’ (a MA behind a NAT periodically pulls its
Instruction from its Controller) and a ‘cross tiaffask’ (so that a MA doesn’t generate measurement
traffic if it would detrimentally impact the enderss applications).

The overall architecture also sets the high-lepebtocol model’, to which the Information Model
(Section 5) adds more detail, and is actually imm@eted by a specific protocol (Section 6). Several
protocol operations are required:

Configuration: as a result of the bootstrappingcpss and configuration, the MA learns its
identifier, the communications channel over whichwill be told its Instruction, and
optionally a Group ID. A Group ID would be shareddeveral MAs and could be useful for
privacy reasons.

Instruction: the Controller tells the MA what to .dohis includes the details of Tasks to
perform and the Schedule on which it should carrytbose Tasks. Measurement Tasks are
defined by reference (a URI) to an entry in a negi€Section 7), with values set for any input
parameters.
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Suppression: the Controller may need to tell MAsuspend some or all measurements as an
emergency over-ride if the network is unexpectduhavily overloaded. There is a default
option for each type of tasks, with the possibildysuppress specific tasks or schedules.
Operational information: the MA can inform the Cafler about failures, logging
information or the MA’s capabilities, sent either the MA’s own initiative or in response to

a request from the Controller.

Operation of Measurement Tasks: if a measuremergrgees a lot of traffic, the MA should
take care to avoid degrading the end user’s qualigxperience. The issue is subtle and under
discussion — for example, measuring backgroundidrafrer the previous few seconds may
miss intermittent applications like web browsing.

Finally, our measurement architecture raises seypatantial security, privacy (data protection) and
business sensitivity issues:

a malicious party that gains control of Measurenfggents to launch DoS attacks at a target,
or to alter (perhaps subtly) Measurement Tasksderao compromise the end user's privacy,
the business confidentiality of the network, or éiteuracy of the measurement system.
a malicious party that gains control of Measurenfaygnts to create a platform for pervasive
monitoring, in order to attack the privacy of Intet users and organisations.
a malicious party that intercepts or corrupts theaburement Results &/or other information
about the Subscriber, for similar nefarious purgose
a malicious party that uses fingerprinting techemjio identify individual end users, even
from anonymized data
a measurement system that does not obtain thesemid informed consent, or fails to specify
a specific purpose in the consent, or uses theatelll information for secondary uses beyond
those specified.
a measurement system that is vague about who pensible for privacy (data protection);
this role is often termed the "data controller”.
The issues are discussed in [draft-ietf-Imap-fraorv A good approach to addressing most of these
issues is mutual authentication of the MA and Gallatr, and the MA and Collector, and encryption of
these communications.
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) INFORMATION MODEL

The goal of the Information Model is to define,aahigh level, the information which is held and
passed to and from the Measurement Agent. Defithilsgnformation serves a number of purposes:

To form agreement about what information needstpdssed over the Control and Reporting
interfaces between the MA and the Controller anlieCtor respectively. It can assist in
discussion about what needs to be standardisedlaaidis available using existing
mechanisms (e.g. clock, security credentials).

To guide in the standardisation of different prolcend data model implementations of the
MA Control and Reporting interfaces.

To enable a very high level interoperability betwelfferent Control and Reporting interface
protocols. It is possible that a Controller witkiagle information model and internal data
structure could instruct two or more sub-populaiohMAs using different protocols. The
Controller would perform the appropriate mappinguaen its own data representation and
the data model of each protocol.

With a single common Information Model, diverse M&en implement the same control and
reporting capabilities — e.g. an IETF and Broadbaoidim Measurement Schedule can both
specify a calendar-base schedule of the same liiassthe same configuration parameters.

The Information Model developed within Leone haermeaiscussed widely within the Broadband
Forum WT-304 group and has been submitted to tAé- IEMAP working group [draft-ietf-Imap-
information-model]. The LMAP draft has been adoptad the working group and is currently
undergoing revision to version 03 of the adoptedtdr

The Information Model is broken into a number ofrtpaaccording to their different purposes.
Analysis of the LMAP framework reveals that diffeténformation needs to be transferred between
the various elements, as reflected in the strucsti@vn in Figure 2. For example, the Instruction
information is transmitted from the Controller teetMA, the Reporting information is transmitted
from the MA to the Collector, whilst the pre-configtion information is configured on the MA
before interaction with the Controller. Both thegging and Status parts are transmitted from the MA
to the Controller, but at different times and fdfetent reasons.

Pre-configuration Information pre-configured on thdeasurement Agent prior to any
communication with other components of the LMAPh#tecture (i.e., the
Controller, Collector and Measurement Peers), fipalty detailing how to
communicate with a Controller and whether the devis enabled to
participate as an MA.
Configuration Update of the pre-configuration imf@tion during the registration of the MA
or subsequent communication with the Controllerpngl with the
configuration of further parameters about the MAtler than the Tasks |it
should perform) that were not mandatory for theiahicommunication
between the MA and a Controller.

Instruction Information that is received by the MrAm the Controller pertaining to the
Tasks that should be executed. This includes thle éaecution Schedules
(other than the Controller communication Scheduleppfed as
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(pre)configuration information) and related infotina such as the Tagk
Configuration, communication Channels to Collectansl schedule Timing
information. It also includes Task Suppression rimfation that is used tp
over-ride normal Task execution during emergentasons.

Logging Information transmitted from the MA to t@entroller detailing the results of
any configuration operations along with error atedus information from the
operation of the MA.

Capability & Information on the general status and capabilibethe MA. For example,

Status the set of measurements that are supported oretheed

Reporting Information transmitted from the MA taeoor more Collectors, including
measurement results and the context in which thexg wonducted.

Figure 7: Overview of different sections of Informadion Model

The Instruction information is sub-divided into faeparate areas dealing with:

the scheduling,

the configuration of the measurement parametettseivarious measurement tasks,

the configuration of how results are reported ktacne or more Collectors,

the potential suppression of measurements.

The sub-division reflects that the information iack section is likely to be updated on different
timescales. For example, it is envisaged that twiguration of the Measurement Tasks would be
fairly infrequent; updates of the Measurement Sakedould be quite common, whilst suppression
would only happen when measurements need to beotanilp suspended to rapidly alleviate some
unexpected problem. The breakdown of the Infornmadtodel in this manner allows the protocol
implementation to transfer these pieces of inforomatusing different commands which in turn
reduces the data overheads and improves the ditglalbithe control protocol. The Figure below
shows a detailed breakdown of the Instruction phthe Information Model, as described in the most

recent IETF document [draft-ietf-lmap-informatioredel-02].
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-MA-Calendar-End : datetime
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Figure 8: Details of Instruction part of the Information Model

~
~
Optional
Default: Local Time

The current discussions within IETF and BB Forurat till be integrated within version 03 of the
LMAP draft are:

How to improve the efficiency of task configuratim allow different configurations of the
same task within the schedules — e.g. to diffemedsurement targets.

Whether to have an explicit modelling of data ctesbetween scheduled tasks. This would
allow the specification of parameters such as velgonstraints and data retention rules.

How to provide a simple, yet powerful, way to exggevhen tasks should not be executed due
to user or measurement cross-traffic.

Leone will continue to work to integrate the vieafsdifferent bodies into a single IETF standard
Large-Scale Measurement Information Model. The rimfation Model is on the IETF's standards
track. Version 02 of the LMAP draft has been tardtial last-call and the comments elicited during
this process should make the 03 draft mature aestWe expect approval to come in early 2015.
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The HTTP RESTful control and reporting protocol ¢&@n 6) is compliant with the Information
Model. Within the IETF there have been a numberdditional proposals for both control/report
protocols (ALTO, IPFIX, HTTP, RestCONF) and a segpamdata model in YANG. All these proposals

have proved the usefulness of having a common rrdton Model, as well as highlighting
improvements to the Information Model.
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6 PROTOCOL & DATA MODEL
6.1 LMAP Control and Report Protocol

The LMAP information model [draft-ietf-Imap-infortian-model-02], described in the previous
section, is an abstract, protocol-neutral definitad the information held and transferred to/frdme t
Measurement Agent (MA). The information then netbe described using a specific data model,
encoded into a well-defined structured format ardhanged using a transport protocol. We have
investigated several possibilities to achieve this:

a) NETCONF as a control protocol.
b) IPFIX as a report protocol.
c) HTTP(S) as both a control and report protocol.

NETCONE as a Control Protocol

Network Configuration (NETCONF) [RFC 6241] is a geic protocol to support device configuration
and can be used to deliver instructions to a MAnfrthe LMAP Controller. The data model is
specified using the YANG [RFC 6020] data modelliagguage.

NETCONF has an inherent push-model in its desigmexpects that the managed device runs an
embedded NETCONF server, so that the NMS can pusfigaration state to the managed device (by
using RPC calls). Hence, in the LMAP context thisudd mean that the MA assumes the role of a
NETCONF server, and the Controller needs to pusffiguration state to it. We investigated the
possibility.

Firstly we investigated the viability of implememgi a NETCONF server on CPE devices
[vbajpai:noms:2014]. NETCONF has been designed smage backbone routers, whereas CPE
devices are much more resource-constrained.

Given contemporary CPE devices do not come bundlgd NETCONF, we investigated the
possibility of deploying libnetconf-based NETCON&nger on a SamKnows probe (as an exemplar
CPE device). Although the NETCONF server codelzaskthe CPE runtime environment had to be
heavily optimised for such a usecase, we founditisapossible to deploy a full-fledged NETCONF
server on a CPE-based device as shown in the FHiglogv.
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Figure 9: NETCONF server on a CPE device (the Samkaws Whitebox)

Secondly, we studied the problem that the MA isyMékely to be behind a NAT, which requires
connection initiation from the MA- but how can the MA also play the role of the NEOINF server?
What is required is an explicit ‘call-home’ mechami that reverses the client-server role during
connection-initiation. This is currently not suptaal by NETCONF, although the IETF NETCONF
WG is working on a call-home mechanism [draft-iettconf-call-home-01] that will support both
underlying SSH [RFC 6242] and TLS transports [dietf-netconf-rfc5539bis-06]. The NETCONF
reference implementations would also need to batepto provide such a functionality, which would
take time.

There is the related issue that ideally the Colatralould occasionally like to push an instruction
the MA for immediate action, either to perform amdemand measurement or to suppress (stop) on-
going measurements.

In view of aforementioned challenges [draft-schoémap-netconf-00] and the time constraints
involved in coming up with a solution, we currentlg not prefer NETCONF as the LMAP control
protocol.

IPEIX as a Report Protocol
Internet Protocol Flow Information Export (IPFIXREFC 7011] is a unidirectional, transport-

! Indeed, for this reason the LMAP framework [driaff-Imap-framework-08] assumes that the MA actsaas
client that pulls configuration state from the LMABnNtroller based on a specific schedule.
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independent protocol for the export of binary d&tzords. IPFIX can be used to deliver measurement
result reports from the MA to a LMAP collector. Wit LMAP, the MA will need to assume the role
of an IPFIX meter and an IPFIX exporter, whereas tMAP collector will assume the role of an
IPFIX collector. We investigated the challengesisihg IPFIX as a LMAP reporting protocol:

Firstly, SCTP is the recommended congestion-awRiFéX transport between exporting and collecting
processes. However, SCTP is not widely deployedheninternet. Using IPFIX over SCTP for
measurement reporting may not be practical, givietdi®boxes generally silently drop SCTP packets
in transit. UDP can be used instead, but UDP isongestion-aware.

Secondly, IPFIX metering/exporting implementatioase generally not available on CPE-based
devices. There is also rather less existence mfoodntemporary measurement platforms using IPFIX
for measurement reports.

In summary, NETCONF and IPFIX are interesting asythre existing standards, but they require a
number of technical issues to be overcome befag ¢tan be used in LMAP. We therefore, prefer a
RESTful interface on top of HTTP over TLS insteddweaking NETCONF and pressing data into
the IPFIX format. The main reasons are ease ofeimgntation and general availability of the
necessary software on typical embedded systemgtumhes, et al. There is also a certain existence
proof that none of the larger platforms use NETCQXHFPFIX.

HTTP(S) as both a control and report protocol

The Uniform Resource Identifier (URI) design of tpeoposed REST Application Programming
Interface (API) is described below. The high-leigkraction of the MA with the LMAP Controller
and Collector using this API is shown in the Figbedow. Soon after deployment the MA sends a
GET request to the Controller in order to retrieX® initial configuration and measurement
instructions.

On receiving the request the Controller verifies itientity of the MA from its UUID (Universally
Unique Identifier) and replies with pointers (URLs) the other elements which contain the actual
control information. Next the MA uses this receivatbrmation to send a series of GET requests to
retrieve this control information: the measuremsat (the list of tests for the MA to run); the
measurement schedule (when and with what frequenoyn these tests); and the relevant reporting
channel (how and when to report the measurementtskesThe approach of using a series of
canonical GET requests, as opposed to a single €&fUest, allows each part to be updated
independently and with their own designated fregyen
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@) GET /.well-known/lmap/ma-info/$UUID
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“measurement-set™: “/measurements/SUUID" GET._ @ CDI'ItI"ﬂ"EI'
“ : ek W . GET :
report-channel-set”: “/channels/$0UID” ™= ' - @
@ “repoated-schedule-set™: */schedules/SUUID" GET.. @

POST /results/SUUID

Collector

Figure 10: Interaction of the MA with the LMAP controller and collector using the HTTP protocol

The specifications of each HTTP request and itsesponding JSON-encoded result response is
described in our internet draft [draft-bagnulo-Ir@fp-03] in more detail. The interaction between
the MA, the Controller and the Collector requiresng information to be pre-baked on the MA, such
as the FQDN (Fully Qualified Domain Name) of the n@oller and security credentials for
authentication. This pre-configuration or bootstrppcess is likely to depend on the access
technology, for instance it could be part of theSA@itialisation (Auto Configuration Server) used i
TR-069 or DOCSIS.
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6.2 LMAP YANG data model

The JSON-encoded requests and responses used by HTTP(s) protocol need to adhere to a
concrete data model. A data model needs derivem fitee protocol-agnostic LMAP information
model and designed specifically for a specific pcot specification.

We have defined a data model using YANG [RFC 6028k tree representation of the YANG data
model is briefly described below. The section donsis motivated from the LMAP information
model:

Pre-Configuration Information: This is not modelledplicitly since it is a subset of the
configuration information.

Configuration Information: This is modelled in thé#map/agent subtree and the
/imap/schedules, /Imap/tasks, and /Imap/channéisems described below. Some items have
been left out because they are expected to bewl#alby the underlying protocol.

Instruction Information: This is modelled in themAp/suppression subtree and the
/imap/schedules, /Imap/tasks, and /Imap/channéisers described below.

Logging Information: Some of the logging informatjdn particular 'success/failure/warning
messages in response to information updates fremCintroller', will be handled by the
protocol used to manipulate the Imap specific curttion.

Capability and Status Information: Some of theustahformation is modelled in the /Imap-
state/agent subtree. Information about networriates can be obtained from the interfaces
YANG data model [RFC7223]. The list of supporteasks is modelled in the /Imap-
state/capabilities subtree. The current state dafted in the /Imap-state/status subtree.

Reporting Information: This is modelled by the repwtification.

These six sections are built on the following comrimdormation objects:
Schedules: This is modelled in the /Imap/schedslbsree.
Channels: This is modelled in the /Imap/channetdgree.

Task Configurations: This is modelled in the /Imagks subtree.

Timing Information: This is modelled in the /Imapiings subtree.

Below is a tree-diagram of the YANG data model; toenplete YANG module and an example
configuration instance are provided in our intemhetft [draft-schoenw-Imap-yang-01].

This modelling has allowed us to provide constugctfeedback in terms of the implementation
feasibility of the ideas described in the informmatmodel document.
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module: ietf-Imap
+--rw Imap
| +--rw agent
| | +--rw agent-id? yang:uuid
| | +--rw device-id? inet:uri
| +--rw credentials? string
+--rw group-id? string
+--rw report-agent-id? boolean
--rw schedules
+--rw schedule* [name]
+--rw name  string
+--rw action
| +--rw task* leafref< ~task/name>
| +--rw downstream-task* leafref< ~task/name>

| +--rw channel*
~channel/name>

--rw suppression
-rw enabled? boolean
-rw stop-ongoing-tasks? boolean

--rw start? yang:date-a
--rw end? yang:.date-a

+
+
+
+
+--rw task* leafref<~ta
+--rw schedule*

I
I
I
I
I
I
I
I
I
I
leafref
I
I
I
I
I
I
I
I
leafref<~schedule/name>
I
I
I
I
I
I
r
I
I
I
I
I
I
I
I
I
I
I

|

|

+
|
|
I
|
I
I
<

| +--rwtiming? leafref<~timing/name

+
|
I
|
|
I
I

+--rw channels

| +--rw channel* [name]

| +--rwname string

|  +--rwurl? inet:uri

| +--rw credentials? string

| +--rwinterface?

leafref<~if:interface/if:name>

+--rw tasks

| +--rw task* [name]

| +--rwname string
|  +--rw (task-identification)

| | +--:(registry)

| | | +-rw registry? i

| | +--:(program)

| | +--rwprogram? S

|  +--rw option* [name]

I

|

| +--rwname string
| +--rw value? string

nd-time
nd-time
sk/name>

net:uri

tring
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|  +--rwtag* string
|  +--rw suppress-by-default? boolean
+--rw timings
+--rw timing* [name]
+--rw name string
+--rw (timing-type)?
| +--:(periodic)
| | +--rw periodic
| +--rwinterval uint32
+--rw start?  yang:date

I
| |
| | +--rwend? yang.date
| +--:(calendar)
| | +--rw calendar
| | +--rw month* mo
| | +--rw weekday* we
| | +--rwday-of-months* in
| | +--rw hour* in
| | +--rw minute* in
| | +--rw second* in
| | +--rwtimezone-offset? ti
offset
| | | +--rw start? ya
and-time
| | | +--rwend? ya
and-time
| | +--:(one-off)

| | +--rw one-off-time  yang:da
| +--:(immediate)

| | +--rwimmediate empty
|  +--rw startup empty

I
I
I
| | +--:(startup)
I
I

+--rw random-spread? int32

+--ro Imap-state

+--ro agent

| +--ro agent-id yang:uuid

| +--ro device-id inet:uri

| +--ro hardware string

| +--ro firmware  string

| +--roversion  string

+--ro capabilities

| +--ro tasks

|  +--ro task* [name]

| +--ro name string

-and-time
-and-time

nth
ekday

t8

t8

t8

t8
mezone-

ng.date-

ng.date-

te-and-time
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| +--ro (task-identification)
| +--:(registry)
| | +--ro registry? inet:uri
| +--:(program)
| +--ro program?  string
+--ro status
+--ro last-measurement  yang:date-a nd-time
+--ro last-report yang:date-a nd-time
+--ro last-configuration yang:date-a nd-time
+--ro failures yang:.counte r32
+--ro last-failed yang.date-a nd-time
notifications:
+---n report

+--ro date yang:date-and-time
+--ro agent-id? yang:uuid

+--ro group-id? string

+--ro task* [name]

| +--ro name string

| +--ro (task-identification)

| | +--:(registry)

| | | +--ro registry? inet uri
| +--:(program)
+--ro program? stri ng

|

| |

| +--ro option* [name]
| | +--ro name  string
| | +--ro value? string

| +--rotag* string

| +--ro suppress-by-default? boolean

+--ro header

| +--ro column* string

+--ro row*
+--ro start yang:date-and-ti me
+--ro end? yang:date-and-ti me
+--ro conflict* string
+--ro cross-traffic? uint64
+--ro value* string
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6.3 Status

The LMAP protocol implementation is in the earlages of development.

The implementation currently uses SQL-based schamatescribe the information model on the
LMAP controller and LMAP collector. These SQL-bdsehemas are then used to generate a JSON-
based representation of the information model, Wwhis thus an implementation-generated
representation that adheres to the information indoleument. It is described in detail in our pratbc
internet-draft [draft-bagnulo-Imap-http-03].

However, there are several open issues that nebd tesolved before the implementation work can
move further:

a) The elements defined within the information-modele abuilding blocks for the
implementation. A major change in the informationetal document requires a rewrite of the
entire codebase. The information-model documemrursently undergoing active discussion
within the working group. We wait for the documéatreach a stable state so that a concrete
stable data model can be derived out of it.

b) An implementation needs to be aware of the dataefting language used to generate the
JSON-encoded exchange. Although we do propose a(-Bdked data model, the IETF
LMAP WG is yet to form a consensus on the data mhtalde used for HTTP(s) protocol
based approach.

c) The IETF LMAP working group needs to agree on digalar document as the starting point
for its protocol work. This will allow the WG to delop consensus on the protocol
interactions and related open issues (discusseivhelAn implementation can help the WG
define the protocol interactions and solve the apsues.

There are several open issues:

a) GET vs POST: One is whether to use the POST mdtratie control protocol instead of the
GET method described above (GET may seem more ahabwt POST may be more
extensible since it can carry complex informatioml @here is no need to ‘force’ arguments
into the strict hierarchy of URIS).

b) PUT vs POST: Similarly, for the report protocolniay be better to use the PUT method
instead of POST (as the former is idempotent).

¢) PUSH vs PULL: Another issue is that a Controllerymaed to ‘push’ information to a MA,
so that it doesn’t have to wait for the MA to iate communication with it — for example the
Controller may want the MA to make an immediatedemand measurement, or it may want
the MA to pause (suppress) all its measuremenss@s as possible. The protocols also need
to deal with communication failures and be secure.
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One option is to use a pull-model which uses th&P@nethod for the control protocol, and PUT
method for the report protocol. Another is to falldREST semantics, implying that the method
depends on the operation: use GET for read-onlyabpes, POST for edit/update/append, and PUT
to replace an entire object However, the draft sdedbe adopted as a IETF LMAP WG document
before the IETF LMAP WG can establish consensuihese issues before we can deem them closed.

Related Work

Arne Oslebo in [draft-oslebo-Imap-control-yang-Gjapt our YANG data model document [draft-
schoenw-Imap-yang-01] for a pull-based design. Theypose the use of RESTCONF [draft-ietf-
netconf-restconf-02] to pull configuration from aMAP controller. In this model, a RESTCONF
server needs to be deployed on the LMAP controlbile a RESTCONF client invokes RPC calls to
pull configuration according to a specific schedmwever, RESTCONF also subsumes a push-
based model design. It's unclear whether the pobtapproach described in [draft-oslebo-Imap-
control-yang-00] can be deemed RESTCONF.

The Broadband Forum is currently working on a TR-@kta model based on the IETF LMAP
information model [draft-ietf-lmap-information-mold@0]. The data model is planned to be published
after the information model is published as an RF@in the IETF.

Dapeng Liu in [draft-liu-Imap-rest-00] provide aheanative REST-based LMAP protocol proposal.
Their proposal utilises a push-based model (assgapto the pull-based model in our HTTP draft) on
the control-protocol end. Given the MA will be deped within NATed environments, it's unclear
how the push-based model to provision control utstons will work.
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7 REGISTRY FOR PERFORMANCE METRICS

When the Controller sends an Instruction to a Mesgmant Agent it includes the Measurement Tasks
that it wants the MA to execute. It is critical thle Controller and MA have the same understanding
about what measurements are needed.

In order to allow a Controller to properly instricMeasurement agent to execute a measurement task,
they both need to share a common understanding haft wetric is being measured and what
measurement methdds supposed to be used in order to do that. M@edf we want to enable
different vendors to provide off-the-shelf MAs thptoperly interoperate with an off-the-shelf
controller, we need a public registry for perforrmametrics and associated measurement methods.

A registry of metrics should solve these issugSoatroller simply includes a reference to the riegis
entry that defines the metric it wants the MA toasure; and the MA simply looks up the reference to
learn what metric it should measure. Similarly, whe MA reports its measurement results, it
references the registry so that the Collector ceambiguously identify the metric that was measured.

One side benefit of having a public registry of lvdgfined metrics (and the methods to measure
them) is that measurement results are comparabém éfv they are performed by different
implementations, in different networks and evemgasilifferent control or reporting protocols (for
example, one implementation might use an http-basetbcol, as described in the previous section,
whilst another might use a Broadband Forum baseqol or even a proprietary one).

Another benefit is that the registry could serveaasinventory of useful and used tests that are
normally supported by different implementationsMis. We believe that the registry should only
contain a few tightly-defined metrics, so that theywe only a few open parameters (such as source
and destination address) which don't affect theimeaof the tests. This learns from the failurelef t
previous attempt to define a registry (by the IESTFPPM working group); the problem was that the
metric definition left too many degrees of freedfon the actual implementation — for example it
didn't define whether the packets were TCP, UDRIRCor something else.

The registry could also help with interoperabiligsting — for example, vendors could check their
implementations against a reference site for thgicse

We have been working since the beginning of thenkegaroject to create such a Performance Metrics
Registry in the IETF that can serve as a singlatpior the definition of metrics and measurement
methods. The goal is to create a registry that edgttain all useful and used performance metrics
defined in the IETF and any other body that woirdl fuseful to register their metrics in this regjist
The task has proven to challenging, especiallytduke broad scope intended for the registry. Wk ha
to accommodate not only the LMAP requirements I8d the requirements of other potential users of
the registry. We explored several different desifgmsthe registry, including the use of independent
registries for the different aspects related tortfeasurement method (see [draft-bagnulo-ippm-new-
registry-independent]), one registry that combiaksspects related to a measurement method and a
metric (see [draft-bagnulo-ippm-new-registry]), fdient registries for passive and active metrics
along with the definition of a common structure tooth of these (see [draft-ietf-ippm-registry-
passive], [draft-ietf-ippm-registry-active]). Aftenuch discussion, we converged to a single registry

2 The metric is the quantity related to the perfanoeand reliability of the network that we'd like know the
value of. The measurement method is the procesktasgtually measure the desired metric.
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for all types of metrics that will perform a tigtiefinition of all the aspects involved in the metand
measurement method in each registry entry. Thétieguegistry has been adopted by the IETF IPPM
working group and is defined in [draft-ietf-ippm-trie-registry].

The format of the proposed registry is depictedhia table below. The different columns of the
registry are aggregated into categories. For examiile columns Identifier, Name, URI and
Description are grouped into the category Summary.

Identifier Name URI Description
Reference Fixed Parameters
Definition
Reference Packet Traffic filter ~ Sampling Run-time Role
Method Generation Distribution Parameters
Stream
Type Reference Data Units

Defintion Format

Status Requester  Revision Revision
Date

Figure 11: Registry columns and categories

Looking at the various categories and columns inendietail:

The Summary category provides the URI, which isdubg the Control and Reporting
Protocols to identify the measurement method. @katifier and name are related identifiers.
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The Metric Definition category defines the metrithis is done by reference to some
section(s) of a permanent document, such as an RiECclarifications as necessary. It also
fixes open parameters such as packet type that dffe nature of the metric.

The Method of Measurement category defines howrtagic is measured. Again this is done
by reference to some permanent document. Activesamements need to define the nature of
the traffic generated for measurement (for examglsingle packet). Passive measurements
need to define what traffic is measured (for exampll TCP packets). Some measurement
methods involve several roles, typically a send#r gctive measurement traffic) and a
responder, whilst real-time parameters are thiikgsthe source and destination IP address.

The Output category defines how the results arerteg. For example a throughput metric
could be reported in bytes per sec, as a 128-hitbeu.

The Administrative information category details tiegision history.

The registry was discussed at length in the Leookstop in September 2014, which was co-located
with the Broadband forum meeting and the IETF LMW® interim meeting. The main goal was to

increase awareness of the registry work in the BBfmunity and get their feedback. The registry
attracted significant attention and we expect thatBBF will make use of the registry for their own

metrics and measurement methods. We received frgputthem about how to change the registry to
make it more suitable for the BBF specific needse inputs will be incorporated in the new version

of the draft.

We have also been documenting a first batch otafions for the registry, defining metrics from
those implemented in the standard SamKnows platfmoch hence available in the Leone trial. The
details can be found in [draft-mornuley-ippm-iniiagistry].
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8 REFERENCE PATH

We have been working at the IETF to create a mgg@tmeasurement points and ascribing a unique
designation to each. The motivation is to provideuaambiguous way to describe the scope of the
path over which a measurement is made, since deteenas like “end-to-end” are open to several
interpretations (What is an end? Is the home ndtviocluded?). This could be useful both for
diagnosis (where the same metric may be measureoventseveral different path scopes) and for
comparison (where the same metric is measuredffemedit network infrastructures).

As an illustrative example, consider a measureragent in an LMAP system. When it reports its
measurement results, rather than detailing itsdéess and that of its measurement peer, it may
prefer to describe the measured path segment ethgtfperhaps for privacy reasons). For instance,
“from a measurement agent at a home gateway toasurement peer at a DSLAM”. [draft-ietf-
ippm-Imap-path] provides the definition for sudbstiact ‘measurement points’ and therefore the
portion of ‘reference path’ between them.

Some of the reference points are relatively obvicubscriber device, access service demarcation
point, intra IP access and globally routable addgegeway. Perhaps a less obvious reference goint i
the resource transition point, which marks the pofriransition from dedicated to shared components

ie from dedicated resources serving an individubbksriber to common resources shared by multiple
subscribers.

A typical reference path is depicted below; fultadis are in [draft-ietf-ippm-lmap-path].

mp000 mp100 rmp150 mp190 mp200
Subscriber Private Sernvice Intra IP GRA Transit
; GRA
device network #1 demarc access gateway
gateway
Destination Private Senvice Intra IP GRA Transit
. GRA
device network #1 demarc access gateway
gateway
mp9O00 mp800 mp850 mp8&90 mpX80

Figure 12: Assignment of measurement points to seleed components on an example reference path

The following are descriptions of the referencenfsi

Subscriber device - This is a host that normaliginates and terminates communications
conducted over the IP packet transfer service.

Private Net #x - This is a network of devices owrsenl operated by the Internet Service
Subscriber. In some configurations, one or moreap networks and the device that
provides the Service Demarcation point are colldpsea single device (and ownership may
shift to the service provider); this would be notedhe path description.
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Service Demarcation — this is the boundary withsherice (network) provider.

Intra IP Access - This is the first point in thecass architecture where a globally routable 1P
address is exposed and used for routing. It isiplesthat it is collapsed onto the same device
as the service demarcation point.

GRA Gateway - the Globally Routable Address Gateugayhe point of interconnection
between a Service Provider's administrative doraaith the rest of the Internet. It is where
routing depends on the GRA in the IP header. Ihitectures that use tunnelling, this point
may be equivalent to the Intra IP Access point.

Transit GRA Gateway — Any network between the teceas networks (of the Subscriber and
of the Destination) are termed “transit”. A transgtwork is between two Transit GRA
Gateways.

The diagram also shows various “mp numbers”. Thgpqae of the measurement point numbering

scheme is to help the measuring organisation (ahdewer it shares results with) have an

unambiguous understanding of what path or point measured. These are recommendations — the
main point is that the measuring organisation shqubduce a numbered diagram similar to that

above, so that the measurement locations aredycldantified and understood. The measurement
point numbering scheme, mpXnn, has two parts:

The X in mpXnn indicates the network number. Thavoek with the Subscriber's device is
network O and the destination’s is 9. Each suceessetwork number is one greater than the
previous network (starting from the subscriber eedrept that the service provider network
at the destination is numbered 8. (The latter isabse the number of transit networks is
unknown.)

The nn in mpXnn indicates the measurement pointigitmtally assigned by network X. The
following conventions are suggested: 00 is at thiesSriber's side and 90 at the opposite side
of a network; 50 is at intermediate measurementtpai significance, such as a Network
Address Translator (NAT); and 20 is at a traffigeegyation point such as a DSLAM.

This reference path has proven useful alreadyenctintext of Leone and beyond. In particular, our
work on CGNAT (Carrier Grade NAT) detection haseeged the reference path to describe the
methodology.
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9 SUBSCRIBER PARAMETER DATABASE

The Subscriber Parameter Database (SPD) is theeWwark function responsible for supplying
network and subscriber information to the Contradled data analysis tools. Such data could include:

Subscriber information such as product, usage ctapffic management policy and the
subscriber’s timezone

Network information such as access technology, Iength, equipment type, exchange id and
geo-location (especially for mobiles)

Network status information such as a DSL modemtsaaate, line errors, interleaving and
network utilisation

Such information is often critical to work out thight set of measurements for the Measurement
Agents to perform — a test shouldn't overwhelm tyy@cal capacity of the line, for instance. The
information is also important for analysis of theasurement data. For example a regulator may want
to compare the measured speed with the rate isulbgcriber’s broadband contract, whilst an ISP may
need to know the subscriber's modem type, localregmiion node and exchange, in order to
determine which other subscribers may be affecyeal fault.

Some subscriber information is naturally reportgdhe MA, either because it knows it directly or it
is transmitted to the MA by using TR-069 (or DOC®kgiivalent). Examples include the sync speed
where the MA is a home gateway, the type of modmwer saving parameters and some DSLAM or
channel configuration parameters. We currently mssthat all MA context information is included in
every Report to avoid the complexity of having toplement policy languages to control its
dissemination. Such parameters may be includedldisianal columns in the result rows or in the
header part of the report for more generic contéxd.included in the Information Model.

Other information is not naturally known by the MAhe subscriber’s particular broadband contract
or type of home hub, for example, will impact hole tResults are interpreted. We favour the
Subscriber Parameter Database directly informirgg@iata Analysis Tools, rather than sending the
information via the MA. It is not realistic for thivast wealth of subscriber parameter data to be
transmitted to the MA and used to enhance everysurement. Besides the overhead, another issue is
that the ISP would have to take great care to enthat the MA only gets the information about the
correct subscriber (even if the MA was moved totb@ohousehold). Similarly an MA reporting to
different Collectors may have to carefully seletiah line/subscriber data was sent to each.

A particular scenario that needs further analysisvhere an ISP-run measurement system reports
results to a third party such as a regulator. mesgurisdictions it has been claimed that datagayv
considerations may be easier if only the MA (antdthe ISP) sends subscriber information.

Following significant discussion, we have concludeis infeasible to standardise the SPD. Many
aspects of it can be considered proprietary ozatlspecific to the implementation within the regtw
OSS, for example an SQL database interface or Hat@pdata repository or an exchange of CSV
files, as SamKnows does with some ISPs.
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Forum, in the End to End Architecture working group

SUMMARY OF STANDARDISATION STATUS

In this section we provide a brief summary of tkeiss of our standardisation efforts. We have been
working primarily at the IETF, in the LMAP and IPPWorking groups, and also at the Broadband

Title

Status (October 2014)

Leone involvement

Refence

Large-Scale Broadban
Measurement Use
Cases

dCompleted IETF last
call

Lead co-authors

IETF, draft-ietf-Imap-
use-cases

A framework for large-
scale measurements

Completed WG last
calls. Now under Area
Director review

Lead co-authors and
editor

IETF, draft-ietf-Imap-
framework

Information Model for
Large-Scale
Measurement
Platforms (LMAP)

WG document with
solid support. Detailed
review by WG in
progress

All authors are from
Leone

IETF, draft-ietf-Imap-
information-model

A Reference Path and
Measurement Points
for Large-Scale
Measurement of
Broadband
Performance

Completed all approva
stages. With RFC
Editor.

Leone co-authors

IETF, draft-ietf-ippm-
Imap-path

Registry for
Performance Metrics

WG document, under
review

Lead co-authors and
editor

IETF, draft-ietf-ippm-
metric-registry

Initial Performance Not yet a WG Leone co-authors IETF, draft-mornuley
Metric Registry Entrieg document ippm-initial-registry
Large MeAsurement | Not yet a WG All authors are from IETF, draft-bagnulo-
Platform Protocol document Leone Imap-http

Broadband Access
Service Attributes and
Performance Metrics

Completed Straw
Ballot review

Many contributions
from Leone Broadband
Forum members

Broadband Forum,
Working Text WT-304

Further details of the IETF documents can be foatrfdtp://tools.ietf.org/htmland adding the name
of the draft given in the table above.
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11 CONCLUSIONS

At the start of this document we identified two siigy innovations that are essential to improvingrus
experience in today's highly distributed and meshggalications. The first was a focus on quality of
experience (QoE), rather than quality of serviceasneements. The second was a standardised
architecture to support large-scale measurements.

Our QoE goal has been satisfied through an in-dsfoidly of both web browsing and video streaming
services. We have explored what factors affect tterd have developed new QOE metrics to capture
their performance, and finally related them to Q@S metrics.

We have identified the key factors affecting webwising QoE as DNS resolution, and latency and
packet losses to the origin web servers. We hawveldged a web browsing performance test to
measure these factors, as well as the page losidieg We have identified that perceived page load
time is the key metric reflecting web browsing Q&®¥ork continues on this test to fully implement
the renderer which will assess the perceived page time using the same network conditions
observed (and captured) by the test. By using anemmmweb browser to perform the rendering
function, this test will provide a very accuratenmesentation of perceived page loading time on a
user's connection.

For video streaming we have identified throughpud packet losses as the main factors that affect
video QoE. Moreover, we have identified three nmagtrics that we believe are indicative of video
QoOE: stall events, start-up delay, and the maxinbitnate that can be streamed without stalling. We
have implemented a test that measures these maticethers for popular YouTube videos. The test
has been fully implemented and is now deployedsscadarge number of SamKnows probes.

To close the feedback loop, we have connectedetweonk level metrics developed in Leone (as well
as some existing SamKnows metrics) to the QoE wistsissed above. The intensive operational
nature of these QoE tests make them unsuitablexioemely large scale deployments, so having the
ability to estimate user QoE from our QoS metriehi¢h are far more scalable) is critical. Work
continues to assess their relationship, whichlélteported in later deliverables.

We have finalised our overall architecture for suipg large-scale measurements. The architecture
itself contains four main functional components:dglgrement Agents and Measurement Peers which
jointly generate test traffic and measure some imefrinterest associated with its transfer (sush a
‘time to transfer a test file’ or ‘UDP packet logsa Controller which manages the Measurement
Agents (MAs); and a Collector to gather the measerd results from the MAs.

We have developed an informational model, whichdgsi the high level interaction between
components in the architecture. This is an abstyactocol-neutral definition of the information
transferred between those components. We hopesticht an information model could become the
single universally-accepted standard, as this walliolv some degree of interoperability between
instantiations in different protocols, for instanpgerhaps one based on HTTP and another on the
Broadband Forum protocol TR-069.

We have studied a number of options for the contmoll report protocol, focusing on the
communications between the MA and controller, dmel MA and collector. Our preferred route is
based on HTTP with information encoded in JSON. Hpproach is motivated by their wide
deployment and developer familiarity. We have depetl a detailed HTTP control and report
protocol draft, as well as a proof-of-concept Apathge implementation.
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Our registry for well-defined performance metridgsthe IETF helps remove ambiguity about a
measurement's definition when referring to it. Mower, this also helps comparability between
different implementations. Our work on the refeernmath operates in a similar vein, providing
common terminology when referring to parts of tedwork path.

Our work on the subscriber parameter database edaeh conclusion, with a decision not to
standardise this component. Whilst the ability tbellish measurement data with topological
information and other metadata is an importantgieicthe architecture, it will likely rely on wildl
different systems depending on the ISP involveds Téason, coupled with the fact that such a servic
would be completely internal to an ISP anyway, tiea@ur decision not to pursue standardisation for
this component.

Much of our architecture work is in various stagésubmission to the IETF and Broadband Forum
standards bodies and is progressing well. Futuigitacture and standards work will focus on further
progressing these drafts, resolving minor issuatsate identified and reaching consensus with sther

Future work on the QoE metrics will focus on contiplg the implementation of the web performance
test, as well as validating the results in realldvdeployments.
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(LMAP); draft-burbridge-Imap-information-model; T™er Burbridge, Philip Eardley,
Marcelo Bagnulo, Juergen Schoenwaelder (work igness)

[draft-bagnulo-Imap-http] Large MeAsurement PlatfioProtocol; draft-bagnulo-Imap-http; Marcelo
Bagnulo, Trevor Burbridge, Sam Crawford, Juergeimo8awaelder, Vaibhav Bajpai (work
in progress)

[draft-ietf-ippm-Imap-path] A Reference Path andadderement Points for LMAP; draft-ietf-ippm-
Imap-path; Marcelo Bagnulo, Trevor Burbridge, Sarav@ord, Philip Eardley, Al Morton.
(work in progress)

[draft-ietf-ippm-metric-registry] M. Bagnulo, B. @ise, P. Eardley, A. Morton, A. Akhter, “Registry
for Performance Metrics” (work in progress)

[draft-mornuley-ippm-initial-registry] ~A. Morton, MBagnulo, P. Eardley, “Initial Performance
Metric Registry Entries” (work in progress)

[draft-ietf-ippm-registry-active] A. Morton, M. Bamilo, P. Eardley, “Active Performance Metric
Sub-Registry”, July 4, 2014. (work in progress)
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[draft-ietf-ippm-registry-passive] A. Akhter, B. &@bke, “Passive Performance Metrics Sub-
Registry” (work in progress)

[draft-bagnulo-ippm-new-registry-independent] A isty for commonly used metrics. Independent
registries;; Marcelo Bagnulo, Trevor Burbridge, Sarawford, Philip Eardley, Al Morton.
(work in progress)

[draft-bagnulo-ippm-new-registry] A registry for mononly used metrics;; Marcelo Bagnulo,
Trevor Burbridge, Sam Crawford, Philip Eardley,Mbrton (work in progress)

[RFC6241] Network Configuration Protocol (NETCONR,. Enns, Ed. M. Bjorklund, Ed. J.
Schoenwaelder, Ed. A. Bierman, Ed.; June 2011

[RFC6020] YANG - A Data Modeling Language for theetWork Configuration Protocol
(NETCONF); M. Bjorklund, Ed.; October 2010

[vbajpai:noms:2014] Managing SamKnows Probes usiB CONF. V Bajpai, R Kreji. The 14th
IEEE/IFIP Network Operations and Management SymposNOMS 2014)

[draft-ietf-netconf-call-home-01] NETCONF Call Home. Watsen (work in progress)
[RFC 6242] Using the NETCONF Protocol over SecurellgSSSH); M. Wasserman; June 2011

[draft-ietf-netconf-rfc5539bis-06] Using the NETC®NProtocol over Transport Layer Security
(TLS); M. Badra, A. Luchuk, J. Schoenwaelder; (wrkrogress)

[draft-schoenw-Imap-netconf-00] Considerations onsingg  NETCONF with LMAP
Measurement Agents; J. Schoenwaelder (work in pesjr

[RFC7011] Specification of the IP Flow Informati&xport (IPFI1X) Protocol for the Exchange of
Flow Information; B. Claise, Ed., B. Trammell, Ed.,P. Aitken;
September 2013

[TR-069] CPE WAN Management Protocol; BroadbandufgrAmendment 5, November 2013

[WT-304] Broadband Forum Technical Work in Progre¥¢T-304 Broadband Access Service
Attributes and Performance Metrics

[RFC7223] A YANG Data Model for Interface ManagertieM. Bjorklund; May 2014

[draft-schoenw-Imap-yang-01] A YANG Data Model fotMAP Measurement Agents; J.
Schoenwaelder, V. Bajpai (work in progress)

[draft-oslebo-Imap-control-yang-00] A YANG basedt®dlodel for the LMAP Control Protocol;
A. Oslebo (work in progress)

[draft-ietf-netconf-restconf-02] RESTCONF Protocél; Bierman, M. Bjorklund, K. Watsen (work
in progress)
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The references in turn contain numerous referemads further information. Prior measurement
systems include:

BISMark: projectbismark.net/

Figaro: www.ict-figaro.eu/

MLabs: www.measurementlab.netOokla: http://www.aosbm/
Netalyzr: http://netalyzr.icsi.berkeley.edu/

perfSonar: www.perfsonar.net/

RIPE Atlas: labs.ripe.net/atlas

SamKnows: http://www.samknows.com/broadband/metloago
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I. Canadi, P. Barford, J. Sommers, 2012. Revisitirmpdband performance. In Proceedings of
the 2012 ACM conference on Internet measurement  feoemce,
DOI=http://doi.acm.org/10.1145/2398776.2398805

9. A Framework for Large-scale measurements; Fututevdl& & Mobile Summit 2013, July 3rd
-5th, 2013, Lisbon, Portugal; Marcelo Bagnulo, iphitardley, Trevor Burbridge, Sam Crawford,
Juergen Schoenwaelder
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