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ABSTRACT  

This deliverable documents the entire project’s achievements and impacts. 

 

TARGET AUDIENCE  

The reader is expected to have a general background in Internet technology and especially to be aware 
of Internet protocols at the network and transport layers and of some application layer protocols such 
as HTTP.  The document is overall targeted at a technical audience. 
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EXECUTIVE SUMMARY 
The Leone project has researched a network management framework focussed on gaining a detailed 
understanding of the quality experienced by end users. We have also studied some different ways in 
which this could be used to enable improvement of the overall Internet service provided to customers.  

The project’s activities have included: 

·  Architecture, and its standardisation at the IETF and Broadband Forum. 
·  Performance metrics and methods for the measurement of those metrics. Probes sit alongside 

end users and measure performance aspects at the network, transport and application layers. 
·  Tools for making the measurement data useful through visualisation, integration into a 

commercial network management system, and anomaly detection and repair. 
·  Implementation of these metrics and tools. 
·  Deployment on operational probes in live networks, and analysis of the resulting 

measurements.  
 

Amongst the significant achievements are: 

·  Standardisation of our architecture in an IETF RFC and the Broadband Forum’s TR-304, with 
further IETF consensus about the information model and data model. 

·  Through a field trial, we have demonstrated the feasibility of this architecture and the 
usefulness of measurements based on distributed probes. 

·  With twelve new metrics, we have shown how to develop, implement, refine, deploy and 
manage new metrics, and how to analyse their results. 

·  In particular, we have developed metrics to assess the quality of experience for users of 
today’s dominant Internet applications: web rendering and video streaming. The latter have 
been further deployed onto widescale production measurement platforms. 

·  The first integration of large-scale measurement data into a regular network management 
system, alongside improved anomaly detection and the integration of interactive visualisation. 

 

We believe that large-scale measurement platforms, and thereby the Leone work, will increasingly be 
exploited by ISPs to operationally manage their networks, as well as by other parties such as 
regulators. 

Leone has published over 30 papers in journals, conferences and workshops. On standardisation, we 
helped establish a new IETF working group (LMAP) and have authored or co-authored 3 RFCs, 4 
other working group documents and 6 other individual documents. We have organised several external 
workshops, including: a network management research workshop; a Dagstuhl seminar about a “Global 
measurement framework”; and an industrial workshop on “Large-scale measurements – from 
standards to implementation and adoption”.  

Leone was a 2.5 year STREP, within Objective 1.1.1 (‘Future Network’) of the 7th Framework 
Programme. The Partners were: BT (Coordinator), MG-Soft, SamKnows, Telecom Italia, Aalto 
University, Jacobs University Bremen, Universita degli studi Roma Tre, Universidad Carlos III de 
Madrid, Université Catholique de Louvain and Martel.  

Further details are available from www.leone-project.eu . 
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1 PROJECT CONTEXT AND OBJECTIVES 
Networks have grown increasingly complex with the explosive growth of the Internet. Logic is being 
deployed further and further towards the edge of the network, often inside consumers’ homes; Internet 
users are using an ever-larger variety of services; and there are many different pieces of interconnected 
software and hardware at different points in the network. So it is increasingly hard to accurately predict 
Quality of Experience – the service as seen by the end users.  

The Leone project takes an end user perspective on the experienced service quality in order to be able 
to assist Internet Service Providers to manage their network infrastructure so that it can keep up to the 
high user expectations. To this end, Leone components constantly measure the Internet traffic 
performance using a diverse set of metrics from an end user point of view. All this information is 
aggregated within a database and additional analysis tools can use this information for detecting early 
signs of network problems (ideally before the users notice) and for troubleshooting: pinpointing 
operators to the origins of a problem and possibly assisting through automated repair mechanisms. 

Prior to Leone, although there were some end-to-end measurement platforms they were largely still in 
their infancy; not standardised, not widely joined-up with existing network management systems in use 
at ISPs, and generally limited to network/transport layer metrics.  

The ambition of the Leone project was to meet these challenges, as shown in the following Table:  

 

Objectives Expected final results and impact 

Create a framework for network management 
that integrates multiple dimensions of 
measurement data and allows flexible control of 
the tests.  

Create an architecture for large-scale measurement 
that makes network management more effective, 
plus on-going standardisation to promote 
interoperability and adoption.  

Design and implement performance metrics, in 
particular that measure the quality of 
experience from the customer’s point of view. 

Achieve detailed design and implementation of 
metrics that measure the performance of 
applications and network services.  

Create tools to visualise performance, detect 
potential anomalies and determine their root 
cause. Prototype their integration with an 
existing network management system. 

Design and prototype network management tools 
that make it easier to analyse and take operational 
decisions, either automatically or manually. 

Perform a trial, with measurement probes 
deployed with BT and Telecom Italia 
customers. 

Trial the performance metrics and operational tools, 
using probes on a live network. 

Disseminate our results through publications at 
major conferences and journals, workshops and 
through contributing actively to standards 
bodies. 

Make substantial progress on building international 
consensus and towards standardisation of some 
Leone results at the IETF and Broadband Forum. 
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2 MAIN SCIENTIFIC AND TECHNICAL RESULTS 
Leone’s main results and conclusions fall into four areas: 

·  QoE Network Management Framework – the main focus was a framework for large-scale 
measurements. 

·  Data acquisition and analysis – the main focus was on new metrics for measuring 
performance; the work includes their design and implementation, and analysis of the 
measurement data. 

·  Operational support – the main focus was to develop various tools that help the measurement 
data be put to operational use. 

·  Integration and trials – the main focus was to trial the performance metrics and operational 
tools, using probes deployed on a live network. 

 

2.1 QoE Network Management Framework 
Measurements can help a network operator understand the quality experienced by its customers. They 
allow more effective capacity planning and network design. They help to identify problems in the 
network and with equipment or suppliers, and to isolate whether the issue is in the shared part of the 
network, unique to a single user line, in the home network or a problem with the over-the-top service. 

A study of the use cases for conducting measurements was carried out and revealed three key 
stakeholders: network operators, regulators and end users. 

The key motivations for network operators (ISPs) are: 

·  Identifying, isolating and fixing problems, which may be in the network, with the service 
provider or in the end user equipment. Such problems may be at a shared point in the network 
topology, common to a vendor or equipment type or unique to a single user line. 

·  Capacity planning and network design. The ISP can monitor network performance indicators 
and so design and plan their network to ensure specified levels of user experience. 

·  Understanding the quality experienced by customers. The ISP can gain better insight into the 
user’s end-to-end service. 

·  Understanding the impact and operation of new devices and technology. 
 

Regulators are also frequent users of measurement systems, typically for the purpose of benchmarking 
the performance of ISPs. In summary, their main motivations are: 

·  Promoting competition through transparency. Regulators can publish information about the 
performance of the various broadband offerings, in order to help end users make an informed 
choice about ISPs’ service offers. 

·  Promoting broadband deployment. A regulator may want to measure the progress towards 
strategic goals for high-speed broadband penetration, such as the “Digital agenda for Europe”. 

·  Monitoring “net neutrality”. Some regulators have policy approaches related to net neutrality 
and the open Internet. A regulator can monitor departures from application agnosticism 
monitor as input to regulatory evaluation. 
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End users want to use measurements to run diagnostic checks, for example to see if their network is 
performing according to their service level agreement. 

From the above use cases we identified several goals that would direct our future work: 

·  Standardised: in terms of the tests that they perform, the components, the data models and 
protocols for transferring information between the components. Today's systems are 
proprietary in some or all of these aspects. Standards would enable comparability of 
measurements made of the same metric at different times and places, and would allow the 
operator of a measurement system to buy the various components from different vendors. 

·  Extensible: it should be easy to add or modify tests. 
·  Large-scale: we envisage a Measurement Agent (MA) in every home gateway and edge device 

such as set-top-boxes and tablet computers.  Existing systems have up to a few thousand MAs.  
·  Diversity: a measurement system should handle different types of Measurement Agent: from 

different vendors, for wired and wireless, for IPv4 or IPv6, and so on. 
 

The resulting Leone architecture for large-scale measurements enables a more comparable, pervasive 
and manageable measurement capability so that network management becomes more powerful and 
cohesive. By ‘architecture’ we refer principally to the basic functional components required to make 
measurements of the network, how to control those measurements and how to collect the results for 
use by network management systems.  

The Leone framework has four basic components: Measurement Agents, Measurement Peers, 
Controllers and Collectors. These are depicted in the figure below, along with the key lines of 
communication. 
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Measurement Agents (MAs) perform active measurements in conjunction with other MAs or 
Measurement Peers (MPs), by generating test traffic and measuring some metric associated with its 
transfer over the path (such as ‘time to transfer a test file’ or ‘packet loss’). A MA can also perform 
passive measurements, in which case only a single MA is required. The architecture does not limit 
what form the MA can take. 

A Controller manages Measurement Agents. It instructs MAs about what Measurement Tasks to 
perform, when they should execute, with which parameters and against which MPs (or MAs). A 
Controller can also initiate one-off tests, as well as regular ones. It also instructs MAs about when it 
should report its Measurement Results and where to. 

A Collector accepts a Measurement Report from MAs with their Measurement Results. 

The critical interfaces are between the Controller and Measurement Agent, and the Measurement 
Agent and Collector. In order to reach agreement about what information needs to be transferred 
between these components, we have developed an abstract, protocol-neutral definition of the 
information. This Information Model is broken into a number of parts according to their different 
purposes: 

 

Pre-configuration Information pre-configured on the Measurement Agent prior to any 
communication with other components of the LMAP architecture (i.e., the 
Controller, Collector and Measurement Peers), specifically detailing how to 
communicate with a Controller and whether the device is enabled to 
participate as an MA. 

Configuration Update of the pre-configuration information during the registration of the MA 
or subsequent communication with the Controller, along with the 
configuration of further parameters about the MA (rather than the Tasks it 
should perform) that were not mandatory for the initial communication 
between the MA and a Controller. 

Instruction  Information that is received by the MA from the Controller pertaining to the 
Tasks that should be executed. This includes the task execution Schedules 
and related information such as the Task Configuration, communication 
Channels to Collectors and schedule Timing information. It also includes 
Task Suppression information that is used to over-ride normal Task execution 
during emergency situations. 

Logging  Information transmitted from the MA to the Controller detailing the results of 
any configuration operations along with error and status information from the 
operation of the MA. 

Capability & 
Status 

Information on the general status and capabilities of the MA. For example, 
the set of measurements that are supported on the device. 

Reporting  Information transmitted from the MA to one or more Collectors, including 
measurement results and the context in which they were conducted. 

 

Moreover, we have proposed a number of protocols for implementing the interfaces between the 
components of the LMAP architecture. We focussed our efforts on an HTTP-based one with the 
information encoded in JSON. The approach is motivated by their wide deployment. 
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The HTTP based approach uses REST principles in communications between the MA and 
Collector/Controller. The MA initiates all requests (thus overcoming issues with NATs), encoding its 
own unique identifier and the task it wishes to perform into the URI. The figure below shows the high 
level approach. 

 

Our work has also explored QoE in web browsing and video streaming in great depth, identifying the 
key factors that work together to form a user’s QoE. We have designed and implemented new tests 
which progress measurements in web and video streaming QoE beyond the state of the art. This is 
described in the next few sections in more detail. 
 
 

2.2 Data acquisition and analysis 
One of the main objectives of the Leone project is to take an end user perspective on the experienced 
service quality in order to be able to assist Internet Service Providers to manage their network 
infrastructure so that it can keep up to the high user expectations. To this end, Leone components 
constantly measure the Internet traffic performance using a diverse set of metrics from an end user 
point of view. All this information is aggregated within a database and additional analysis tools can 
use this information for detecting early signs of network problems (ideally before the users notice) and 
for troubleshooting: pinpointing operators to the origins of a problem and possibly assisting through 
automated repair mechanisms. 
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This describes the different metrics used to acquire data in order to assess the end user’s Quality of 
Experience. The broad spectrum of Internet applications cannot be characterized by a single metric or 
two. We recognize that the access speed (data rate) is often commonly proclaimed to be such a metric 
but reality is far more complex. For example, the load time of a single web page depends on the 
distance (and latency, bandwidth, DNS and other factors) to reach a number of different web servers 
and clients fetch usually more than thirty items before the complete page can be displayed. Leone has 
developed measurements and metrics that account for such complexity. We have chosen the prime 
metrics that reflects today’s dominant applications. We also observe the underlying performance 
characteristics such as round-trip time and packet losses to assist in troubleshooting, so we worked on 
ancillary metrics also. The full set of metrics is listed in the table below, where a short description of 
the main innovation for each is also provided. 

 

Metric Name Key advances 

Packet Network Performance 
Monitoring Ping 

More precise than conventional ping and in some ways simpler and more 
flexible (patent pending). 

Multicast for IPTV Monitors the operational performance of IPTV. 

Last mile latency  Measures the latency to the first IP point in the network, and excludes 
the home network. Changes in DSL interleaving can be observed. 

CGNAT detection A suite of tests that can detect carrier grade NATs in the ISP network. 
There is little deployment of CGNAT in the UK. 

Prefix reachability Assesses the extent to which a prefix is reachable when it is not in all the 
BGP routing tables (i.e. not fully visible). The reachability for IPv6 
prefixes is a concern. 

In home NAT detection A suite of tests that detects whether the NAT on a home gateway and on 
a public WiFi access point acts according to the standards. There are 
significant differences between ISPs and vendors.  

TCP connection establishment 
time 

Compares TCP connection times over IPv4 and IPv6. Shows the 
importance of CDN caches. 

MPTCP benefit Two metrics for assessing the benefit of multipath TCP: bandwidth 
aggregation and delay benefits. The benefits are greater where the 
interfaces have similar capacity and for long-lasting connections. 

Web performance Measures the time to render the visible part of a web page on a browser. 
Latency usually has a bigger impact than bandwidth on this metric. 

YouTube Measures bitrate reliably streamed and start-up delay. It has been widely 
deployed. Strong correlation with existing metrics demonstrated. 

iPlayer Measures bitrate reliably streamed and start-up delay for this very 
popular UK video service. 

Adaptive HTTP streaming 
through CDN 

Health check on video CDN, showing frequency of ‘black screen’ errors. 
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Measurements for the above metrics are implemented as small “apps” that are deployed on Leone 
measurement probes (supplied by SamKnows) and run according to the instruction from a central 
controller – in regular intervals or on-demand. This setup allows refining the Leone tools and metrics 
as well as developing new ones as (dominant) Internet applications and their behaviour evolve over 
time. Thus, the Leone infrastructure offers a future-proof platform for continuous network health 
monitoring. 

We have deployed the Leone field trial. It leverages the existing SamKnows platform and extends it to 
allow us to trial new Leone developments without impacting live measurements. We recruited a wide 
range of triallists across a broad spectrum of access products and geographical areas (including 51 
triallists in Italy, 25 in the UK and over 50 worldwide on IPv6), in order to allow us to trial our 
research output under different conditions. 

We have deployed twelve new tests based on the metrics above onto the field trial probes. In addition, 
some tests have been deployed much more extensively, onto widescale production measurement 
platforms. For example the YouTube test has been deployed on more than 3’000 BT “HomeHubs” and 
other probes worldwide, outside of the Leone field trial. It was also enhanced to work with the BBC 
iPlayer “catch-up TV” service. The CGNAT detection metric was developed and deployed on more 
than 2’000 SamKnows probes in the UK, outside of the Leone field trial, gathering valuable feedback 
that has helped to refine the test methodology. The prefix reachability test was deployed in a few 
thousands Atlas probes. 

We now expand on some significant results we obtained after deploying the new metrics. 

For web browsing, we identified the visible Page Load Time (PLT) as the key metric affecting a user’s 
perceived quality of experience. A large number of factors work together to determine this, including 
throughput, latency, packet loss, DNS resolution, connection persistence, CDN redirections, script 
execution and page rendering. 

We implemented a trial measuring the visible performance of the web page download speed on 
popular web pages. Instead of just measuring the time used to download the web content, we measured 
the time it takes for a visual portion of the web page to show up on the browser window. We were able 
to compare the resulting Page Load Time metric against more traditional QoS metrics (throughput, 
latency, loss, and others). Our correlation analysis between the web performance, speed test and 
latency test shows that apart from very low-speed connections, the bandwidth of the Internet 
subscription is a less dominant factor than the latency of the connection. 

For adaptive video streaming, which is used by major services such as YouTube and Netflix, we 
identified three key factors affecting user’s QoE for video: 

·  Stall events: Insufficient throughput can result in premature emptying of play out buffers 
resulting in video stalls also known as re-buffering events. 

·  Startup delay: The time it takes for the video to begin playing from the first click. 
·  Bitrate variation: Adaption between different bitrates during playback as available capacity 

changes. 
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We implemented a test for YouTube, which streamed popular videos from YouTube. This test is a 
significant advance in the state of the art too, with no known comparable implementation. We 
captured metrics characterising the ‘bitrate reliably streamed’ (the maximum bitrate that could be 
streamed without stalling) and the startup delay. We identified close correlation between an access 
line’s throughput and the bitrate reliably streamed, as well as a correlation between latency and the 
startup delay. 

 

For web rendering our QoE modelling (correlation analysis) shows that apart from very low-speed 
connections, the bandwidth of the Internet subscription is less important than the latency of the 
connection. In addition, the complexity of the web page affects the rendering time significantly, as 
might be expected. We also found that even though there are instances where completion of the TCP 
connection may take an extended time, in most cases the majority of the visible web content is 
rendered much sooner than the TCP connection completes. This hints that TCP’s tail losses, which 
have sometimes been indicated as potential problems for TCP’s performance, might not be that 
dominant factor for Web Quality of Experience. 

We have advanced the state of the art in video QoE measurement, through our test methodology and 
our ‘bitrate reliably streamed’ metric which captures the quality of video delivered to end users. The 
work is designed to be applicable to other video streaming services such as iPlayer (which we have 
achieved in the Leone project), Netflix and Hulu. Moreover, our QoE modelling work shows strong 
correlations to existing metrics, speed and latency in particular. 

In addition to these metrics, analysis tools have been proposed by the Leone project in order to be able 
to process the different measurements. Some of these tools process data collected from diverse metrics 
(multidimensional analysis), others are triggered as part of previous analysis (triggered tests) and seek 
to identify the root cause of a certain network behaviour. The set of analysis tools that we developed is 
presented in the table below. 

Tool name Description 

Analysis: MPTCP  Supports the MPTCP benefit metrics. Allows assessment of different 
congestion control algorithms, for instance. 

Analysis: Correlation of data 
plane and control plane info 

Automated methodology to correlate BGP routing updates and changes 
in round-trip-times, or other QoS /QoE performance measurements.  

Analysis: BGP visibility 
scanner 

Supports the prefix reachability metric. Tool offering information about 
the global visibility of prefixes. Most limited visibility prefixes are 
unintentionally so. 

Analysis: BGP machine 
learning 

Supports the prefix reachability metric. 

Analysis: Seeking significant 
network events by traceroute 
analysis 

Shows that analysing traceroutes can accurately detect events and 
identify their impact in space and time. 
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Some of the main results we found related to the analytical tools include: 

Using traceroute analyser tool, we show the effectiveness of our event inference methodology, 
regardless of whether there are induced and recurring or spontaneous and isolated physical events. 
Interestingly, inferred events are accurately aligned in time with their physical causes, and the 
confidence intervals reported by our algorithm are somewhat narrow, thus opening the prospect of a 
pseudo-realtime traceroute-based event detection tool. 

The analysis to detect the impact of BGP routing updates on round-trip-time shows the first automated 
methodology to correlate intrinsically heterogeneous types of network data. The approach could be 
used to help troubleshoot performance related problems and to improve network management by 
suggesting observation points that are most suited to monitor the users’ perceived QoE. 

 

2.3 Operational support 
Effectively exploiting the potentially vast amount of data produced by measurement is challenging. 
Leone developed several innovative operational support tools to help network operators in effectively 
exploiting measurement data collected by a large-scale measurement platform (LMAP). Leone 
addressed this problem from three points of view: integration with regular network management 
systems, development of new visual tools, and development of automatic repair approaches. 

The Leone project provides the first integration of LMAP data into a regular network 
management system. For this integration we used the Net Inspector commercial product by MG-
SOFT. This integration involved enhancing the network management system to allow it to manage, 
and be aware of, a large number of devices (the probes) and a huge amount of data. It also comprises 
improvements to anomaly detection and the integration of interactive visualisation. The integration has 
been tested on data produced by the Leone trial and by a large production measurement platform of 
about 3000 probes.  

Detecting anomalies in collected data is the first and definitely the most interesting part. Each 
measurement instance (a measurement from a probe toward a test server) has its own boundary 
between “good” and “bad” values, which can differ from other instances. This boundary can also 
change in time, due to changes in the network. Manual threshold configuration is feasible but 
completely impractical. A self-learning threshold calculation method cannot guess a “good” metric 
value, but can estimate the boundary between usual and unusual values. Anomaly detection can detect 
a number of anomalies in data coming from a large-scale measurement platform. Detection of similar 
anomalies on several probes within a time window could be a consequence of an ongoing network 
problem. We introduce what we call meta-topology approach towards root cause analysis. The main 
idea is to use a conceptual topology automatically derived from the probes’ properties as a sort of 
problem aggregation machine. Meta-topology can take into account the real network topology, the 
type of equipment, information about network configuration (e.g., software versions), and any other 
information that can be used to classify probes. The user of the enhanced Net Inspector tool can 
explore meta-topologies using a view like the one shown in the following figure. 
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Data collected by LMAPs have their own peculiarities: they are related to geography (e.g., probe 
location) and they contain routing information and indications of devices traversed by traffic (e.g., by 
IP addresses listed in traceroutes), whilst the measurements are homogeneously performed over time 
and towards many targets. For this reason, Leone provides novel interactive visualisation tools to 
explore data coming from LMAPs integrated with other data sources, like the geographic positions 
of probes and administrative data like the Autonomous System related to IP addresses.  

Since the Quality of Experience (QoE) perceived by users is significantly influenced by the network 
and intermediate systems traversed by their traffic, it is fundamental to quickly identify the part of the 
network that might be the cause of a problem: firstly to assign responsibility and secondly to speed up 
troubleshooting. For this reason, we focused on traceroute data for the development of the 
visualisation tools of Leone. 

 

LMAPs can perform a large number of traceroutes, along with other QoE-related measurements, so 
allowing an operator to gather a wealth of information about paths currently traversed by user traffic 
and their evolution over time. To make traceroute data usable for an operator, we have devised and 
realised two visual tools to present and explore traceroute data coming from LMAPs. Traceroute data 
are integrated with other multidimensional data coming from LMAP and from other sources. Their 
effectiveness in supporting network management processes was evaluated, with the help of two 
network operators, with positive result. 

The two visualisation tools we devised allow an operator to explore traceroute data at two distinct 
levels of detail. 

Routing events overview: the RoutingWatch tool. This view shows a map of all routing events 
occurred in a certain period of time. This view is realised by means of the RoutingWatch tool shown in 
the following figure. 
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Since the intent of RoutingWatch is to allow an operator to select which events to explore in detail, 
RoutingWatch shows a summary of events that is the output of an algorithm that find significant 
events from a large corpus of traceroute measurements and is also a contribution of the Leone project. 
For each routing event, RoutingWatch shows additional related information expressing an indication 
of its impact on end users, its geographic extent, and a high-level indication of administrative 
responsibility.  

Detailed traceroute view: the TPlay tool. This view shows the details and the evolution over time of 
a limited number of traceroute paths. This view is realised by means of the TPlay tool shown in the 
following figures.  

          

TPlay shows probes, one target, traceroute paths, and intermediate devices. Intermediate devices and 
probes are grouped into Autonomous Systems (AS) which can be interactively contracted or expanded 
by the user to focus on the right part of the network. The traceroute paths can be animated to show the 
evolution of the routing over time. TPlay can also visually correlate traceroute path changes with 
changes of the value reported of other metrics, so helping in assign responsibility for misbehaviours. 
The TPlay tool has been integrated with Net Inspector and RoutingWatch allowing the user of this two 
tools to easily obtain a TPlay view of routing events with little effort. 
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The LMAP-aware NMS and the interactive visual tools developed within Leone provide the operator 
with a superior awareness about the QoE of the user. Improving and fixing its network is the further 
step that the operator may want to undertake. Leone supports operators in this phase by providing 
automated repair tools. The tools developed address the automatic repair problem at two different 
time scales.  

Stable repair. A possible way to change a path in the network is to reconfigure the IGP (the routing 
protocol used within an Autonomous System) to use a new set of link weights in order to 
accommodate for the change of performance of some links. Doing so in large networks is however not 
an easy task since such reconfiguration triggers a network-wide re-convergence process, which comes 
at the cost of having transient phenomena that can impact negatively the performances of the network, 
for example black-holes or forwarding loops. 

To reduce the impact of these transient side-effects of network reconfiguration, we explored two 
different approaches. 

·  The first one improved the IGP convergence process by giving correctness guarantees, 
particularly well-suited for small reconfigurations such as the addition of a link. This 
technique consisted in computing and applying a sequence of link weight changes, in order to 
eventually reach the desired goal, without any intermediate anomalous state; 

·  The second one traded the speed at which the reconfiguration process was completed in order 
to be applied on a per-path granularity. It used a Ships-in-the-Night technique which runs two 
instances of the IGP in parallel, the original configuration and the new one both having 
already converged, and eventually transferring all routers to use the new configuration for all 
new traffic. 

 

Short-term quick fix.  We have researched two new techniques for short-term path repair. The first is 
a data-plane mechanism to create virtual circuits in the network without using an explicit signalling 
mechanism; it builds on the emerging technology of Segment Routing. The second technique, which 
we call Fibbing, is a control-plane solution compatible with current equipment and vanilla OSPF 
specifications. It seeks to provide centralized control over the distributed routing performed by 
traditional routers. We realized prototypes for both techniques, and performed scalability studies to 
assess their practicality.  

In any case, before the path is repaired with either the control-plane (fibbing) or the data-plane (based 
on segment routing) technique, first the new path must be computed. This is done by a logically 
centralised controller. Its components are visible in the following figure. 
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The controller takes two inputs. The first one is the current topology of the network, including all the 
links (and their IGP weights) and networks elements that are up. It can be either user-defined (e.g. for 
testing purposes) or be automatically discovered by the controller. The latter leverages the fact that the 
network is running a link-state IGP; the controller runs a modified version of the Quagga routing 
daemon so that it can establish an IGP adjacency with a router (or several for resiliency). Hence it 
learns the topology and (through link state update messages) learns if it needs to update that topology, 
e.g. after the failure of a network element. The next input is a set of constraints to be enforced on paths 
in the network. Those constraints can either disallow a path from going through particular network 
elements, force it to go through others, or allow any sub-paths between two elements (e.g. for load 
balancing purpose). These can be expressed using a special-purpose high-level language. This tool can 
be used in a fully automatic way, by monitoring the network and reacting to events signalled by 
alarms, or can  be used in a supervised way, keeping a human in the loop. 

Installing path repairs: data-plane approach. Our data-plane solution leverages Segment Routing, a 
routing technology developed within the Source Packet Routing in Networking working group at the 
IETF. The main concept of this routing technique is to segment the global path that the operator wants 
as a composition of sub-paths, all following the IGP shortest-paths. Packets following a particular 
segment-routed path then carry in their header a stack of segment endpoints, corresponding to the 
decomposition of a global path into a set of successive smaller ones. The main benefits of this 
technique are that it does not require any exterior signalling protocol, as segment endpoints are 
directly mapped to elements in the IGP topology (e.g. IPv6 addresses), and it does not require any 
routers (apart from the ingress) to keep any additional state, as the path is encoded directly in the 
packets. 

The installation of path repairs with Segment Routing is a two steps process: 

1. For every non-shortest path, the controller computes the segment stack that has to be set on 
the ingress router of the path. In order to limit the size taken by the Segment Routing Header 
(SRH) on a data packet, this segment stack has to be minimal.  

2. The controller uses a dedicated protocol (or plain telnet/ssh) to instruct the ingress router to 
push this segment stack onto the target flow. When these segment routed paths are no longer 
needed, the controller can remove the rule in the ingress router using the same protocol. 
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Installing path repairs: control-plane approach (fibbing). The control-plane solution to install path 
repairs in the network is called fibbing. It is a control-plane technique that injects carefully-crafted 
routing messages in the IGP, in order to have a centralized control over the routing table of the routers. 

In the framework of the Leone project, we developed the first working prototype of this technique, 
which is compatible with current, unmodified, off-the-shelf routers ‘speaking’ vanilla OSPF. 

Fibbing makes use of the fact that routers in an IGP execute a deterministic algorithm to compute their 
routing tables. More precisely, link-state protocols require each router to announce to each of its 
neighbours the state of all its links. Once a router receives such a Link State Advertisement (LSA) 
message from a router, it broadcasts it to each of its own neighbours. Eventually, every router in the 
network has the complete current network topology in memory. Each router runs the Dijkstra 
algorithm, in order to compute the shortest path to every other host in the network. 

In order to influence the outcome of the algorithm run by the routers to compute their routing tables, 
fibbing augments the topology seen by the routers with fake nodes and fake links that are mapped to 
physical interfaces of the routers. These fake nodes then start advertising the destination for which we 
want to alter the shortest-path computation. The following figures show an example of fibbing. 

          

In the figure on the left, the blue flow enters the network at router D, and follows the shortest-path 
towards the egress router F for the destination D2. The red flow denotes traffic coming from multiple 
sources S1, S1', S1'' (e.g. because it provides a more popular service), towards a single destination D1 
sharing the same egress router F with the blue flow. Suppose that LMAP has detected congestion on 
link E-F, and consequently, the controller has computed new paths (D, A, B, C, F) and (E, B, C, F) for 
the red flow. The figure on the right shows an application of path repair using fibbing. A fake node 
attached on the router E is mapped to its physical interface towards router B. As such, when E selects 
the route advertised by the fake node, it actually installs a forwarding entry in its FIB that violates the 
original shortest-path in the non-augmented topology. 

 

2.4 Integration and trials 
The Leone field trial leverages the existing SamKnows platform and extends it to allow us to trial new 
Leone developments without impacting live measurements. We recruited a wide range of triallists 
across a broad spectrum of access products and geographical areas (including 51 triallists in Italy, 25 
in the UK and over 50 worldwide on IPv6), in order to allow us to trial our research output under 
different conditions. 
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Deployment status of Leone field trial in Europe. 

 

 
Deployment status of IPv6 measurement trial (over 50 probes worldwide) as of March 2015. 

As previously written we have developed twelve new tests, which measure metrics at the network, 
transport and application layers. We deployed them onto the field trial probes. In addition, some tests 
have been deployed much more extensively, onto widescale production measurement platforms.  

We have also developed five new analysis techniques, which (for some of our new tests) are required 
to analyse the raw measurement data in order to generate the metric or produce some other interesting 
analysis (see section 2.2 and 2.3).  

The metrics and tools evolved as a result of feedback during their implementation on the lab testbed 
and deployment on the trial, so we reached the following significant results. 
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One new metric captures the quality of experience of video services delivered to end users: the bitrate 
reliably streamed. We have trialled the metric and associated measurement methodology for YouTube 
and iPlayer, but it is designed to be applicable to other video services like Netflix and Hulu. 

Another new metric is about web performance: the time to render the visible part of the web page, or 
some fraction of it. This better reflects an end user’s quality of experience than the time to deliver the 
whole web page.  

We have also performed some correlation analysis or ‘Quality of Experience modelling’: the 
relationship of our application layer metrics to conventional QoS metrics like speed and latency. QoE 
modelling was discussed (at a theory /background level) in Deliverable 1.2. 

We have also trialled new network layer metrics which focus on particular QoE-related parameters 
(multicast performance, packet performance, latency) and also on some other aspects that can 
influence the QoE in terms of lack of connectivity for certain applications or protocols (CGNATs, in-
home NATs, prefix reachability). 

We tested several metrics at the transport layer both for UDP and TCP as the main transport protocols, 
and for multipath TCP (MPTCP) which is an emerging protocol that has already seen widescale 
deployment. 

We have trialled several new analysis techniques and shown their effectiveness. For example, one 
technique determines the impact of BGP routing changes on scalar network performance indicators 
like round-trip-time, whilst another technique infers physical events and their impact from analysing 
traceroutes.    

Several of the tests, including for video streaming performance, are now permanently deployed on 
BT’s production measurement system, which is similar to the Leone field trial but at much larger 
scale. In addition, several regulators are interested in the metrics, in order to capture the quality of 
experience of end users better than a simple speed test.  

In summary, we have shown how to develop, refine, deploy, manage and analyse the results of 
measurement tests. The Leone trial has demonstrated the feasibility of the Leone network management 
framework and validated the usefulness of measurements based on distributed probes. We believe that 
large-scale measurement platforms, and thereby the Leone work, will be increasingly exploited by 
ISPs operationally to manage their networks, as well as by other parties such as regulators.  
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3 MAIN DISSEMINATION ACTIVITIES 
3.1 Publications 
It is worth mentioning that nearly all the formal projects Deliverables are Public and available from 
the website. 

The project generated more than 30 published papers and articles. Notable were the two papers 
accepted for INFOCOM and one to the ACM SIGCOMM, both highly prestigious conferences, as 
well as four papers for PAM and two for IMC, which are the leading conferences specifically about 
measurements. Also worth highlighting are the two papers in Transactions on Networking journal, one 
in IEEE Communications Surveys and Tutorials journal, and one in a special issue of IEEE 
Communications.  

We have made about 10 keynote presentations, invited talks and tutorials, plus additional talks 
associated with conference publications. 

We have also taken part in several concertation activities, which is another form of dissemination. 
This has included a paper at FUNEMS2013, a demonstration at FIA2014 and a workshop (with 
FLAMINGO and FUSION) at EUCNC2014. We have continued to cooperate with our ‘sister’ project, 
mPlane.  

3.2 Standards 
With respect to standardisation activities, Leone has achieved a significant impact in the Internet 
Engineering Task Force (IETF). Leone people initiated a successful Bird-Of-a Feather (BOF) meeting, 
resulting in the creation of the Large-Scale Measurement of Broadband Performance (LMAP) 
Working Group. We also helped re-charter the IP Performance Metrics (IPPM) WG to tackle LMAP-
related topics.  

The contributions to the IETF include three Request For Comments (RFCs), including the overarching 
framework document (two of which are published and one is with the RFC Editor prior to 
publication), There are a further four ‘working group internet drafts’ (in progress to becoming RFCs), 
as well as other six individual drafts that we hope will be adopted later. These have been authored by 
Leone people or co-authored with IETF colleagues outside the project. 

We were also a major contributor to the published Broadband Forum document, TR-304 “Broadband 
Access Service Attributes and Performance Metrics”, which aligns with the IETF RFC on the LMAP 
architecture.. 

3.3 Workshops 
Leone people have organised three external workshops (the details are available in public 
deliverables): 

·  Network Management Workshop: This research workshop was about large scale network 
measurements and took place under the auspices of the Network Management Research Group 
(NMRG) of the Internet Research Task Force (IRTF), and collocated with CNSM2013 
(Conference on Network and Service Management). 15 researchers and in particular PhD 
students presented their work, with various discussion rounds. 
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·  Scientific Workshop: This was about a “Global measurement framework” and was one of the 
prestigious “Dagstuhl Seminars”. It brought together researchers from industry, academia, and 
regulators across continents and across different backgrounds. During the seminar we 
discussed two main issues. Firstly, what are the challenges of building a large-scale 
measurement capability? – including what standards do we need to define, how do we manage 
‘big data’ and how do we handle privacy issues. Secondly, how could such a capability could 
be used by ISPs, regulators and end users?. 

·  Industrial Workshop: The workshop topic was “Large-scale measurements – from standards to 
implementation and adoption”. We co-located with the Broadband Forum (which was 
discussing review comments prior to the publication of TR-304) and arranged for an interim 
meeting of the IETF’s LMAP working group, so that we could take advantage of the 
attendance of all the key vendors and operators – and the large majority of the key individuals.    

 

3.4 PhDs 
In addition, several Leone people have been working on or completed their PhD on Leone, for 
example: 

·  Saba Ahsan: “Towards measuring Quality of Experience on the Internet” (in progress) 
·  Davide Ceneda (formerly at ROMA3, now at Vienna) 
·  Giordano Da Lozzo (on-going) 
·  Marco Di Bartolomeo (on-going) 
·  Valentino Di Donato (on-going) 
·  Roberto di Lallo (on-going) 
·  Claudio Squarcella  
·  Andra Lutu: “A System for the Detection of Limited Visibility in BGP” 
·  Miguel Diaz (on-going) 
·  Olivier Tilmans: “Analysis and development of networks containing middleboxes” (on-going) 
·  Vaibhav Bajpai: “Understanding the Impact of Network Infrastructure Changes using Large-

Scale Measurement Platforms” (on-going) 
 

 

3.5 Public website 
The Leone public website is at http://leone-project.eu/  

It contains the Deliverables and the papers, where publicly available. 
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4 POTENTIAL IMPACT 
In this section we discuss the potential impact – and actual traction achieved to date – for the various 
different items where Leone has advanced the state of the art.  

 
4.1 Architecture 
4.1.1 Purpose 

The Leone architecture for large scale measurements enables a measurement capability that is 
pervasive, manageable, standardised and provides comparable performance metrics. It can operate at 
large scale, is extensible, is in the process of being standardised and supports diversity (in terms of 
vendors, types of network, and so on). 

4.1.2 Summary of Foreground developed by Leone 

Leone has developed an architecture consisting of Measurement Agents (MAs), Measurement Peers 
(MPs), Controller and Collectors. Measurement Agents (MAs) perform active measurements in 
conjunction with other MAs or Measurement Peers (MPs), by generating test traffic and measuring 
some metric associated with its transfer over the path. A Controller manages Measurement Agents. A 
Collector accepts a Measurement Report from MAs with their Measurement Results. A MA might 
report its results to several Collectors. 

Additionally, Leone has developed a reference path, identifying each of the key components in a 
network path in terms of measurements. Finally, a registry of common performance metrics has been 
devised, with the goal of fostering comparability and compatibility across implementations. 

4.1.3 Potential Impact 

The Leone framework could be deployed by network operators (ISPs) for a variety of purposes, 
including: 

·  Identifying and fixing network problems. 
·  Capacity planning and network design. 
·  Understanding the end-to-end quality of experience of customers. 
·  Understanding the impact and operation of new devices and technology. 

 

Regulators too stand to gain significantly from the Leone framework. Increasingly, regulators are keen 
to conduct studies of broadband performance in their respective markets for the purposes of 
benchmarking the performance of different ISPs. This helps promote competition through 
transparency. More strategic goals of promoting broadband deployment and monitoring the state of 
‘net neutrality’ may be realised through a pervasive measurement programme. 

Finally, end users may be able to perform better self-diagnosis of network issues affecting their 
performance, and share the results more easily with their ISP. 
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4.1.4 Traction 

The LMAP working group has been formed at the IETF, with the explicit goal of standardising large 
scale measurement platforms. A similar working group at the Broadband Forum, WT-304, carried out 
similar architecture work in coordination. 

Leone’s architecture RFC (Request For Comments) at the IETF has reached the RFC editor, the last 
stage before publication. Other RFCs for the LMAP Use cases and the Reference Path and Metrics 
registry have already been published. 

Industry has expressed strong interest in this topic, with many companies participating in the IETF or 
Broadband Forum processes. Regulators too, such as the FCC in the USA, have participated in the 
IETF standardisation process. 

4.1.5 Further work and research necessary 

On-going work is focussed on continuing the activities in the standards bodies. There are a further four 
‘working group internet drafts’ (in progress to becoming RFCs), as well as other six individual drafts 
that we hope will be adopted later. 

Reference implementations are expected to be developed by industry or academics over time. 

 

 
4.2 Information model & data model  
4.2.1 Purpose 

The goal of the Information Model is to define, at a high level, the information which is held and 
passed to and from the Measurement Agent. The information then needs to be described using a 
specific data model, encoded into a well-defined structured format and exchanged using a transport 
protocol. 

4.2.2 Summary of Foreground developed by Leone 

Leone has developed an abstract, protocol-neutral definition that describes the information that flows 
over the critical interfaces (between the Controller and Measurement Agent, and the Measurement 
Agent and Collector). We call this the Information Model. 

The Information Model is describes the configuration of MAs, instructions for carrying out 
measurements (including scheduling and measurement options), logging, reporting and 
capability/status evaluation. 

Additionally, Leone has investigated a number of options for the Control and Report protocol. 
NETCONF and IPFIX have been investigated for the purposes of the control and report protocols 
respectively. Effort has been focussed on the use of HTTP (with JSON encoding for the data) for both 
the control and report protocols though, owing to HTTP and JSONs wide adoption. 

Finally, Leone has defined a data model using YANG to ensure that the JSON-encoded 
request/responses adhere to a formal definition (the Information Model is protocol-agnostic and 
therefore does not provide a concrete basis for validating messages). 
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4.2.3 Potential Impact 

The Information Model is critical to those planning on implementing the LMAP architecture. It: 

·  Allows us to form agreement about what information needs to be passed between various 
interfaces 

·  Guides us in the standardisation process 
·  Enables a very high level interoperability between different Control and Reporting interface 

protocols; and 
·  Aides in diversity, as different MAs can implement the same Control and Reporting 

capabilities. 
 
The protocol and data model work provides a concrete basis upon which an implementer may build a 
functional LMAP implementation, at least for the Measurement Agent, Measurement Peer, Controller 
and Collector.  

Taken together, all of these factors have the benefit of reducing implementation time, ensuring 
compatibility/interoperability between implementations, and aiding in diversity. 

 

4.2.4 Traction 

Various drafts of the Information Model, options for protocols and YANG as a data model have been 
submitted to the IETF, and are currently working through the standardisation process. 

The information model and data model have been adopted as working group items. The working group 
is currently selecting the protocol to adopt, it seems likely to be based on our RESTCONF 
contribution.  

Industry has expressed a strong interest in this and has been closely involved in the development and 
discussion of these drafts at both the IETF and Broadband Forum. 

 

4.2.5 Further work and research necessary 

On-going work is focussed on continuing the activities in the standards bodies. Reference 
implementations are expected to be developed by industry or academics over time. 

 

 
4.3 QoE modelling 
4.3.1 Purpose 

Leone’s QoE modelling work enables us to map common network-level QoS metrics (such as 
throughput, latency, packet loss, and so on) to the kind of experience we would expect a user to 
receive for video streaming and web browsing activities. 
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4.3.2 Summary of Foreground developed by Leone 

Leone has developed QoE models for web browsing and video streaming activities. In the web 
browsing space, we developed a measurement client that characterised page load time that 
significantly extended the state of the art. This measurement client would fetch the page and all 
referenced resources, follow CDN redirections, execute dynamic script (e.g. Javascript) and measure 
the rendering time in the browser. We then correlated this final rendering time to the underlying 
network-level QoS measures that the probes also captured. 

In the video streaming space, we developed a YouTube measurement client that streamed real, popular 
videos from YouTube. We measured the ‘bitrate reliably streamed’ (the bitrate of video that we could 
stream without experiencing a stall) and the video startup delay. Again, we correlated these results to 
existing QoS level measures. 

4.3.3 Potential Impact 

Leone’s QoE modelling work will help ISPs and regulators (common users of large scale 
measurement services) to better relate the network-level measures they routinely conduct to the likely 
effects they would have on end-user applications. 

This could be achieved without having to run full-scale YouTube or web browsing measurements, 
which can be relatively bandwidth-hungry in comparison to some other network-level measures. 

This may be further utilised by ISPs for the purposes of network and capacity planning. For example, 
it may influence their decision on where to place caches (if at all). 

The YouTube and web browsing measurements themselves may also be utilised to baseline 
performance by ISPs and regulators. 

4.3.4 Traction 

The YouTube measurement has been widely deployed by SamKnows around Europe and North 
America, for the purposes of accurately assessing video QoE delivered to users’ homes. 

4.3.5 Further work and research necessary 

On-going work involves extending the video QoE measurements to make them more generic, and less 
focussed on specific content providers (such as YouTube). 

Additionally, work is underway on improving the web browsing metric to make it more scalable and 
robust, which is critical for use in a large scale measurements platform. 

More extensive QoE modelling could correlate the Leone application-layer metrics with other 
network-layer metrics, and explore the correlation under other conditions, for example when there are 
errors.  
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4.4 Metrics   
4.4.1 Purpose 

The metrics developed in Leone have been mainly focused on being able to provide an indication 
about the Quality of Experience (QoE) observed by the end user. This QoE is perceived at the 
application layer and because of that Leone have developed several metrics at that layer. In particular 
all the application layer metrics are oriented towards the measurement of the performance of video and 
web services. 

However, in order to develop a deeper understanding about what is really happening, it is important to 
be able to measure other related parameters. This is why Leone has also developed several metrics at 
the transport layer both for UDP and TCP (and MPTCP) as the main transport protocols, and also at 
the network layer. 

The network layer metrics have focussed on particular QoE-related parameters (multicast 
performance, packet performance, latency) and also on some other aspects that can influence the QoE 
in terms of lack of connectivity for certain applications or protocols (CGNATs, inHome NATs, prefix 
reachability). 

4.4.2 Summary of Foreground developed by Leone 

These measurements at the three different layers are implemented as small “apps” that are deployed on 
Leone probes and their results are properly collected for analysis. In addition, some tests have been 
deployed much more extensively, onto widescale production measurement platforms.  

The different metrics and their corresponding type is shown in the following table: 

NAME TYPE 
Packet Network Performance Monitoring Ping Network layer metric 

Multicast – MCASTMON Network layer metric 

SamKnows BT Vision Multicast Test Network layer metric 

Traceroute - Capturing the Forwarding Path Network layer metric 

Last Mile Latency Network layer metric 

CGNAT detection Network layer metric 

Prefix reachability Network layer metric 

inHome NAT detection Network layer metric 

TCP Connection Establishment Time Transport layer metric 

Traffic Bursts (UDPBURST) Transport layer metric 

MPTCP Benefit Metrics Transport layer metric 

DNS Performance – DNSPERF Application layer metric 

Web Performance – WEBPERF Application layer metric 

CDN Performance for Web Pages – WEBCDNPERF Application layer metric 

Performance of RTP Video Streaming Application layer metric 
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Performance of YouTube Application layer metric 

Performance of iPlayer Application layer metric 
Performance of Adaptive HTTP Streaming through 
CDN Application layer metric 

Table 1. Summary of metrics developed by Leone 

Leone has shown how to develop, refine, deploy, manage and analyse the results of these 
measurement tests. We believe that large-scale measurement platforms, and thereby the Leone work, 
will be increasingly exploited by ISPs operationally to manage their networks, as well as by other 
parties such as regulators. 

4.4.3 Potential Impact 

Since Leone has been focused on QoE the application layer metrics and in particular the video related 
ones are probably the metrics that have been more widely deployed. 

The Leone YouTube test significantly advances the state of the art in video QoE measurement. There 
has been a limited amount of research on passive measurements of YouTube performance, but there is 
no comparable active test on other research or commercial platforms that we know of. The YouTube 
test is intended to become one of the core SamKnows metrics that is deployed globally, and it is 
already being trialled in four continents with different telecoms regulators (there has been significant 
interest in this metric from the telecoms regulators in the UK, US and beyond). 

The Leone iPlayer video tests advances the state-of-the-art on QoE performance measurement, with no 
equivalent tests widely deployed on other measurement testbeds (research or commercial) that we 
know about. Our new metrics, bitrate reliably streamed and start-up delay, and their associated 
measurement methods are an innovative way of summarising video quality of experience. SamKnows 
is in discussion with regulators around the world about incorporating them in the suite of regulatory 
tests, which would help their reports move beyond the “speed trap” to capturing real quality of 
experience metrics. 

Regarding the Web performance metrics we implemented a trial measuring the visible performance of 
the web page download speed on popular web pages. Instead of just measuring the time used to 
download the web content, we measured the time it takes for a visual portion of the web page to show 
up on the browser window. By our novel method we can automate the measurement of Quality of 
Experience at large scale, which to our knowledge has not been done before in a similar manner. 
These results have been completed with the Performance of Adaptive HTTP Streaming through CDN 
metric with a possible field of application in the Telecom Italia network Premium content delivery 
(e.g. soccer game). 

At the transport layer, the most relevant results have been obtained by the metrics defined for TCP and 
multipath TCP. The TCP connection establishment metric allows for customers with native IPv6 lines 
to know whether they experience benefit (or added penalty) when connecting to websites over IPv6. 
The MPTCP performance test have been trialled in real Internet scenarios, and provides additional 
insight on the performance of MPTCP, that are consistent with previous results in the literature, based 
on simulations, theoretical analysis or experiments in different (mostly wireless/wireless) scenarios. 

Finally, Network Layer Metrics have also been deployed on real environments mostly implying 
residential users from British Telecom and Telecom Italia Leone trials. 
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We have proposed two NAT detection metrics. NAT Revelio, a novel test-suite for the detection of 
CGNs in the access network of ISPs which advances the state of the art as far as we know, being the 
only available tool being able to locate these NAT444 deployments. NATAlyser, an Inhome NAT 
detection metric that will allow ISPs to check for the correctness of their NAT deployments and end 
users to check how compliant their NATs are with regard to IETF recommendations.  

The Last Mile Latencies metric shows for the first time how last-mile latency characteristics differ by 
broadband product and deployed access technology even within DSL/cable network. We witnessed 
how latencies within the home network are discernible and must not be counted in last-mile latency 
measurements and consequently redefined last-mile and aligned it with the IETF IPPM reference path 
description. 

PNMP ping test and the MCASTMON test have both been deployed on the Telecom Italia Leone 
probes. 

The Prefix Reachability metric may be of particular interest for ISPs since it allows the detection of 
mistakes or slips in the network configuration that imply the presence of Limited Visibility Prefixes 
and so limited network reachability locations. 

4.4.4 Traction 

Many of these metrics have been widely deployed beyond Leone trial scenario. 

The YouTube test has been deployed on the Leone testbed and widely beyond too. It is currently 
running on approximately 2,000 probes in the UK and around 5,000 probes in the US across a wide 
range of ISPs and access technologies. 

The iPlayer test has also been widely deployed on the Leone testbed and beyond. It now runs 
permanently on a few hundred probes on the BT-internal panel and for about two weeks we ran it on 
~1,000 probes. 

The Web Performance Test has been deployed on TI probes since beginning 2014 and is currently 
running every hour on all TI probes (49). 

The TCP Connection Establishment metric have been deployed for more than two years and have been 
performing measurements from the Leone probes to 100 dual stack most relevant websites (Google, 
Bing, etc.) 

The PNPM ping test is currently (since November 2014) running on the 50 field trial probes that are 
located in Italy and operated by Telecom Italia. 

Regarding NAT Revelio, it was deployed in the Leone Trial testbed and, even more, on a larger scale 
over the UK in 1,954 different SamKnows Whiteboxes hosted by customers of 54 different ISPs 
across the UK. NATAlyser has been deployed both on British Telecom and Telecom Italia residential 
users as well as in public networks by means of an Android implementation of the metric (available in 
Google Play). 

4.4.5 Further work and research necessary 

The most relevant effort to be performed in the future is the promotion of all these metrics between 
ISPs and regulators in order to be able to achieve a prominent impact. This work was already started 
during the project and will continue beyond. 
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4.5 Analysis  
4.5.1 Purpose 

In addition to the different metrics Leone has developed some more elaborate analysis that we which 
can extract even more information. This has been possible by the combination of different metrics 
(multi-dimensional) and tests (triggered tests), as well as inference of the root cause of anomalies. 

4.5.2 Summary of Foreground developed by Leone 

This table summarizes the different tools developed to perform more complex analysis on data 
collected. In general these tools do not require further measurements than the one performed by the 
different metrics already described since they are making calculations on top of previous 
measurements (correlations, machine learning algorithms, etc.). 

Some of them (Seeking Significant Network Events by Analysing Traceroutes) are presenting novel 
mechanisms to infer information from simple measurements. 

MPTCP performance Analysis 

Correlation between routing and measurement data Analysis 

BGP machine learning Anomaly detection and root cause 
analysis 

Seeking Significant Network Events by Analysing 
Traceroutes 

Anomaly detection and root cause 
analysis 

BGP visibility scanner Triggered test 

Reachability of dark prefixes Triggered test 
Table 2. Summary of analysis developed by Leone 

 

4.5.3 Potential Impact 

The MPTCP measurement tool supports the design of more complex experiments and the collection of 
additional parameters, transport traces and values to further understand MPTCP operation and limiting 
elements. We use this tool, whose source code is publicly available, to explore the performance of 
MPTCP in a multi-homed wired/wireless (Ethernet/WiFi) scenario, with experiments on real testbeds 
and over the Internet. 

Integration and correlation between data plane analysis overleap the state of the art in several ways. 
First of all, to our knowledge this is the first automated methodology to correlate intrinsically 
heterogeneous types of network data: routing information on one side and measured scalar 
performance values on the other side. Thanks to this, it enables analysis of data sets of unprecedented 
size. Moreover, it shows the effectiveness of applying statistical methods to isolate interesting 
variations in noisy sequences of time-series data based on changepoint detection. Last, it confirms that 
interdomain routing changes can be influential on network performance indicators, in particular the 
RTT. 

The BGP visibility scanner is to the best of our knowledge, the only tool offering specific information 
about the global visibility of prefixes in the Internet. It is available for use on-line. The tool gathers 
over 8,000 queries for more than 3,000 different origin ASes. We invite the users of the tool to 
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participate in a survey regarding the expected visibility status for the prefixes retrieved. We also 
inquire about the possible causes generating the LVPs that the scanner detects. By doing this, we aim 
to obtain more insights into why LVPs appear in the Internet. Also, network operators directly 
contacted us to provide information on the intended visibility status for their LVPs detected with the 
visibility scanner. Built on the dataset collected with the BGP Visibility Scanner the Winnowing 
Algorithm is a machine learning tool which we propose to adopt to automatically separate unintended 
LVPs, which emerge because of errors or complex interaction between networks, from the intended 
LVPs, which emerge as expected expressions of routing policies. 

Finally we introduce a methodology that, starting from an arbitrary set of traceroutes collected by 
probes, spots routing changes that are likely caused by a single network event (link or device 
failure/restoration, configuration change, etc.). To the best of our knowledge this is the first event 
detection technique that is based on traceroute information alone. Such a methodology can effectively 
complement network visualization tools, usually applicable to limited amounts of information, does 
not require additional monitoring facilities, and can conveniently integrate troubleshooting tools that 
an administrator may already be familiar with. 

4.5.4 Traction 

For the Integration and correlation between data plane analysis, we based all our experiments, on sets 
of BGP routing updates collected by Collector Peers (CPs) from the RIPE RIS1  and RTT 
measurements collected by probes in the RIPE Atlas infrastructure2 . We selected these two 
measurement infrastructures and the corresponding data sources because they are managed by an 
independent no-profit organization and because the fact that they are run by the same organization 
increases the likeliness that probes and CPs are available in the same Autonomous System (AS), 
which did not always apply in the case of Leone probes. The analysis was performed using data from 
126 CPs and 200 probes, collected in a time window ranging from Jan 2011 to Dec 2012, intentionally 
large to show the potential of our methodology in spotting correlations even in massive amounts of 
data. Due to limitations of the considered data sets, we restricted the set of considered targets for RTT 
measurements to a group of mostly anycast IP addresses. 

In the BGP Visibility Scanner, we compare the original intention of the operator with the actual 
observed visibility status of the prefixes, and distinguish two classes of LVPs: intended and 
unintended. The BGP Visibility Scanner, as far as we know, has been able to eliminate approximately 
18,500 unintended LVPs within the first 15 months of activity. We find that 14,600 out the total 
18,500 known unintended LVPs were already active on June 1st 2012, as much as 5 months before the 
BGP Visibility Scanner became available. 

And finally, for the traceroute based analysis, we partnered with an Italian ISP, asking it to generate 
artificial routing events by repeatedly announcing a test subnet to different sets of peers and upstreams 
using the Border Gateway Protocol (BGP). In this case we considered traceroutes collected by probes 
within the RIPE Atlas project as the input data for our event inference algorithm. In a second 
experiment we considered routing changes that were known to have happened in the network of one of 
the Leone partners. In this case we considered traceroutes collected by more than 3,000 probes 
deployed within the partner’s network. 

                                                      
1http://www.ripe.net/ris/ 
2https://atlas.ripe.net 
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4.5.5 Further work and research necessary 

In general all these analysis will certainly benefit from more data coming from the related 
measurements. As far as the Leone metrics are being progressively being accepted and adopted by 
regulators, operators and providers, the analytic tools will be able to learn from real data and better 
predict and react to measurements. 

 

4.6 Visualisation  
4.6.1 Purpose 

The visualisation tools enable network operators to take advantage of large corpus of information 
gathered by large measurement infrastructures. 

4.6.2 Summary of Foreground developed by Leone 

Leone has developed two integrated tools (RoutingWatch and TPlay). RoutingWatch support visual 
data mining of network events that can be inspected at a finer-grain with TPlay. Using these tools, a 
network operator can visually explore a large amount of traceroute data at several level of abstraction, 
can explore the evolution of the routing over time, can correlate routing changes with changes in the 
value reported by other measurements, and can obtain important information to assess responsibility of 
network misbehaviours. 

4.6.3 Potential Impact 

The visualisation tools could be deployed by ISPs as internal tools to explore data collected by their 
measurement infrastructure. The ISPs can get several advantages:  exploit traceroute data which 
usually are not considered due to their complexity, obtain information about end-to-end connectivity 
which is not usually available with current tools, and acquire gather awareness of the network status. 

The visualisation tools could be integrated into commercial tools (e.g., Network Management 
Systems) and services (e.g., SamKnows network) to provide easy access to data gathered by the 
measurement infrastructure. In this case, visual tools also would improve the image of the product or 
the service. 

The visualisation tools could be integrated into RIPE NCC publicly available tools as a mean to access 
the data gathered by the RIPE Atlas measurement network. The advantage for RIPE Atlas users would 
be to obtain easy access to large amount of data otherwise difficult to use with today tools.  

4.6.4 Traction 

A demo installation of the TPlay tool has been made publicly accessible under the name “Radian” at 
http://www.dia.uniroma3.it/~compunet/projects/radian/. The demo installation performs visualisation 
of public measurement data made available by RIPE Atlas. 

4.6.5 Further work and research necessary 

TPlay (Radian) is the basis of an on-going work that will lead to a journal submission.  

In initial contact with RIPE NCC, concern about TPlay having a hard to manage architecture may 
hinder further development of the collaboration for an exploitation of TPlay as a public tool for RIPE 
Atlas. So, further research is needed to create a more easy-to-deploy solution. 
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RoutingWatch is being enriched with functionalities that allow the user to explore the space of the 
events on the basis of their similarity. This feature was suggested during the demos performed within 
Leone. The enhanced version of RoutingWatch will be submitted to the GD2015 conference. 

 

4.7 Network management integration  
4.7.1 Purpose 

The research on Integration aims at providing a network operator with an access to measurement 
infrastructure data that is integrated with currently available Network Management System 
technology.  

4.7.2 Summary of Foreground developed by Leone 

Leone has enhanced a commercial Network Management System (MG-SOFT’s Net Inspector) for 
dealing with data gathered by a measurement infrastructure. Improvements were targeted to ensuring 
adequate scalability of the software, of the anomaly detection strategies, and of the user interface. A 
meta-topology approach was devised to improve scalability of root-cause analysis and user interface. 

4.7.3 Potential Impact 

The Leone version of Net Inspector could be made a commercial product. MG-Soft could obtain a 
position of first mover on the market by proposing the first LMAP-targeted Network Management 
System. The roadmap to a market launch could be as early as by the end of 2015. Partnerships with 
operators of measurement networks (like SamKnows) could be envisioned bringing also mutual 
benefit from the marketing point of view. 

The development of industrial grade product might be subject of a proposal for the SME instrument of 
the H2020 programme. 

4.7.4 Traction 

The current version will soon be presented to prospect customers. 

4.7.5 Further work and research necessary 

MG-Soft has already improved Net Inspector starting from the work carried out within Leone, so that 
it is now ready to be proposed to prospect customers. 

 

4.8 Automated repair   
4.8.1 Purpose 

Automated repair research aims at providing tools that allow network operators to exploit 
measurement data in an automatic or semi-automatic way. 
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4.8.2 Summary of Foreground developed by Leone 

Within Leone the automatic reconfiguration of the routing has been deeply studied. Two long term 
approaches were proposed: (i) reconfigure the IGP by applying a carefully chosen sequence of weight 
changes and (ii) exploit two parallel IGP processes and switch to the new configuration with an 
approach “ship-in-the-night”. Two short-term quick fix approaches were proposed: (i) exploit a data-
plane approach based on the Segment Routing proposal Spring WG at IETF, and (ii) exploit a control-
plane approach by injecting carefully crafted fake announcements in OSPF. 

4.8.3 Potential Impact 

At a first stage, the research results of the automated repair research could be potentially adopted by 
ISPs to smooth the procedures for big configuration transitions and the application of fixes for 
troubleshooting. In this stage, the solution might be developed as an ad-hoc one. 

In a second stage, the techniques could become part of commercial solutions that support short term 
and long term routing re-configuration. A potential new market for this kind of solutions could be 
opened.  

The control-plane reconfiguration technique developed within the Leone project will be submitted to 
the IETF for standardization. 

4.8.4 Traction 

Segment Routing is already standardized by the IETF and implemented by some vendors. The data-
plane reconfiguration technique realised in Leone is one of its applications. 

4.8.5 Further work and research necessary 

For the control plane techniques we will inform the IETF and network operators of their advantages 
compared to existing techniques. We will then propose extensions to integrate them in standardised 
routing protocols (OSPF, IS-IS). 

 

4.9 Data protection, privacy & security  
4.9.1 Purpose 

Data protection issues are very important for large-scale measurement platforms, since they raise some  
privacy risks for the end user. Security is an important part of privacy.  

4.9.2 Summary of Foreground developed by Leone 

Leone has carefully analysed the data protection issues raised by large-scale measurement platforms, 
and considered four potential ways of alleviating them: data should be used for a specific, specified 
purpose; the data must be kept private; empowerment of the individual; clear accountability for data 
protection and privacy. 

We created an End User Agreement, for those people who volunteered to host a Leone probe.  
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We also considered some specific security threats, in particular: hijacking (an attacker gaining control 
of a Measurement Agent could, for instance, instruct them to generate traffic targeted at some victim); 
polluting (an attacker could inject false measurement results); disclosure (an attacker could learn about 
the configuration of a Measurement Agent and its measurement results). 

4.9.3 Potential Impact 

We worked with IETF colleagues to carefully consider privacy and security, as part of the document 
“A framework for Large-Scale Measurement of Broadband Performance (LMAP) work”. This is now 
with the RFC Editor, for final grammar checking before publishing as an RFC.  

One of the project’s external advisors was Alissa Cooper, who is an expert on privacy policy at the 
IETF. The IETF has in fact started trying to make sure that privacy is considered in all its published 
documents. Our work was something of a trailblazer and is likely to be shown to others as an exemplar 
for how to consider privacy issues properly. 

The Leone End User Agreement is available in one of our public deliverables and therefore could be 
used or adapted by others.  

4.9.4 Traction 

The IETF LMAP framework, which is agreed to be published as an RFC, and the Broadband Forum’s 
TR-304 “Broadband Access Service Attributes and Performance Metrics” both consider privacy and 
security, based on the inputs from Leone people (working in discussion with colleagues from these 
standards bodies).  

4.9.5 Further work and research necessary 

It will remain important to consider privacy and security, as large-scale measurement systems see 
wider deployment. LMAP protocol solutions will have to find solutions or recommend how the 
various issues are handled. 

 

4.10 Field trial  
4.10.1 Purpose 

The Leone field trial has the purpose to demonstrate the feasibility of the Leone network management 
framework and to validate the usefulness of measurements based on distributed probes. 

The second aim is deploying and testing, in a production network environment, all the new metrics 
and analysis techniques developed during the project.  

4.10.2 Summary of Foreground developed by Leone 

The Leone Project has shown how to develop, refine, deploy, manage and analyse the results of 
measurement tests. The Leone trial has demonstrated the feasibility of the Leone network management 
framework and validated the usefulness of measurements based on distributed probes. We believe that 
large-scale measurement platforms, and thereby the Leone work, will be increasingly exploited by 
ISPs operationally to manage their networks, as well as by other parties such as regulators.  
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4.10.3 Potential Impact 

In perspective, the Leone probe deployment effectively complements the extension of RIPE Atlas with 
novel kinds of application-level measurements that provide essential information for establishing the 
user-perceived quality of experience. 

We have also a paper (accepted for publication) about “Lessons Learned from using the RIPE Atlas 
Platform for Measurement Research”. Some of these lessons arise from considering the different 
experiences of the RIPE Atlas and Leone trial platforms.  

4.10.4 Traction 

Some tests, first deployed on the Leone Field Trial, have now been deployed much more extensively, 
onto widescale production measurement platforms. Several of the tests, including for video streaming 
performance, are now permanently deployed on BT’s production measurement system, which is 
similar to the Leone field trial but at much larger scale. In addition, several regulators are interested in 
the metrics, in order to capture the quality of experience of end users better than a simple speed test.  

4.10.5 Further work and research necessary 

Although the Leone project ends in April 2015, we intend to keep the field trial platform running, 
whilst not evolving it any further (we will check with the volunteers who host the probes that they are 
happy to continue to do so). This will enable researchers from Leone partners to continue collecting 
data from the various tests, in order to help with the publication of further research papers.  

 


